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EXECUTIVE SUMMARY

Study Mandate This study reponds to a Congressional request for an
examination of quality control in the Food Stamp Program. In

the Food Security Act of 1985, Congress instructed the U.S.

Department of Agriculture (USDA) to undertake two independent
studies of the food stamp quality control system: one to be

conducted by the Department itself, and one to be conducted by

the National Academy of Sciences. The Congress asked that

both studies address how the QC system can best be operated,
so as (1) to obtain information that allows the State agencies

to improve the quality of their program administration, and
(2) to provide reasonable data that form the basis for which

federal funding may be withheld from State agencies which

exhibit excessive levels of erroneous payments. This report

presents the results of the Department of Agriculture's study.

Background The Food Stamp Program is a nationwide program which helps
low-income families and individuals buy the food they need to
maintain a nutritious diet. The program is authorized by

Congress, administered nationally by the U.S. Department of

Agriculture's Food and Nutrition Service (FNS), and run

through State welfare agencies and their local offices.

In the broadest sense, Congress, through its legislative

actions, defines the policy objectives that govern how the

Food Stamp Program is administered. FNS translates those

policies into regulatory requirements, and the States operate

the program, with final responsibility for the day-to-day

activities of determining eligibility and benefits. The

federal government provides most of the funding for the

program, paying the full costs of benefits and about half of
the administrative costs of the States and local offices.

During Fiscal Year 1985 alone, the Food Stamp Program
dispensed nearly $11 billion in food stamp benefits to roughly

35 million individuals. With so much money involved, even

small error rates can have very large costs. Thus, with an

overpayment error-rate of just over 8 percent in 1985, nearly

$900 million was issued above and beyond the amount that

households should have received under law. At the same time,

with an underpayment-error rate of just over 2 percent, States
should have issued another $250 million to households that

were already determined eligible.



Food Stamp To realize the basic objectives of and to ensure
Program accountability in the program, FNS set up an array of

Accountability performance monitoring systems. Management Evaluation (ME)
reviews, for example, monitor the compliance of States and

local offices with a wide range of administrative requirements
(such as the timeliness of certification and issuance actions

and the accessibility of office locations and the hours of

operation). A set of audit and accounting procedures monitor
administrative costs. Moreover, both the General Accounting

Office--the non-partisan investigative arm of Congress--and
USDA's Office of the Inspector General conduct routine and

special audits of program operations. As required by law, the

food stamp quality control (QC) system monitors the accuracy

of eligibility and benefit determinations.

The food stamp quality control system, as it stands today,

reflects more than 15 years of development, legislative

oversight, and refinement. Major milestones in its
development include the publication of the first regulations

in 1971; the implementation of the comprehensive Performance

Reporting System (PRS) in 1975; specific legislative

authorization for the PRS and QC in the Food Stamp Act of

1977; and the introduction of an error rate liability and

incentive system in the legislative amendments of 1980 and
1982.

The Food Stamp The Food Stamp Program's quality control system provides two

Quality Control general measures of certification accuracy. The first is

System based on an intensive review of a sample of program partici-
pants. Each review determines whether the household is

eligible and receiving the correct food stamp benefit--neither

more nor less--given its income, expenses, resources, and
living arrangements. The second measure of certification

accuracy is based on a sample of households whose application

for food stamps is denied or whose benefits are terminated.

This negative action review determines whether the decision to

deny or terminate benefits is procedurally correct and fully
documented.

Quality control reviews provide a basis for a system of

financial liabilities and incentives whose purpose is to hold
States accountable for certification accuracy. Under current

law, States whose overpayment error rates are beyond a

specified threshold are liable for a portion of the cost of
the overpayments. States that exhibit low error rates

(including underpayments and negative actions) are eligible
for additional federal funding. Liabilities and incentives

provide a mechanism by which both State and federal

governments share in the cost of certification errors.
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Because food stamp benefits are fully funded by federal tax

dollars, the federal government would bear the full cost of

all erroneous payments in the absence of quality control

liabilities. Thus, the liabilities limit the fiscal burden

imposed on the federal government by redistributing some of
the risk of erroneous certification decisions to State

agencies. Even under the current system, the federal

government absorbs the full cost of overpayment up to 5
percent of all benefits (roughly $500 million a year). States

were liable for less than 25 percent of the cost of

overpayments in 1985.

Scope of the State concerns about the reliability and equity of the QC
Report process have increased in recent years as both the number of

States liable for overpayments and the amount of their

liabilities have grown. 2/ The Congressional directive that
FNS and the National Academy of Sciences evaluate the current

quality control system reflects these concerns.

The scope of this study is defined by the Congressional

mandate. The mandate is explicit in its direction to study QC

as the basis for withholding funds from States that exhibit
excessive error rates. While there is room for debate about

the definition of error, the procedures for measuring errors,

and the manner in which liabilities are assessed, it is clear

that Congress views QC liabilities as a vehicle for limiting

the fiscal participation of the federal government in
erroneous payments. The study, therefore, does not deal with

broader measures of program performance beyond certification

accuracy. While other program objectives are important in

their own right, none is intrinsic to the objectives and

operations of QC as defined by Congress.

Given this emphasis on certification accuracy, the study

examines two applications of quality control: performance

measurement and management information. In many respects, the

two are closely linked. The information produced by the QC
system, if properly classified, presented, and fed back to

program managers, can be an important factor in improving
certification accuracy. The more closely that performance

measurement and management information are integrated, the

more effective such feedback can be. In other respects,

however, the requirements of performance measurement and

management information may make somewhat different demands on

2In 1981, 16 States were liable for $29 million. By

1985, 48 States were liable for over $200 million.
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the design of a quality control system. In weighing these
tradeoffs, it is important to remember that QC is the only

comprehensive source of performance measures for certification

accuracy, while many sources of management information are
available.

The specific issues that have been examined fall into two

general categories: largely technical issues for which
empirical analysis can inform the decision process, and policy
issues for which there are no strictly technical answers. The

first set includes such issues as the statistical properties
of the estimated error rates, and the effects of the caseload
and local area on error rates.

The second class of issues is less easily illuminated by
empirical analysis and cannot be resolved with strictly

technical answers. These issues include questions about the

degree of sampling error which should be accepted, the extent

to which State and federal governments should share in the

cost of certification errors, and the manner in which
estimates of error rates should be used to allocate the cost

of errors between States and the federal government.

Key Findings The design of food stamp quality control is fundamentally
8ouudo

o The procedures for drawing samples are standard and widely

accepted sampling methods.

o The procedures for estimating error rates are statistically

valid. Extensive simulations--the equivalent of 1,000
years of drawing QC samples and estimating error rates--

demonstrate that the estimates of overpayment-error rates

are essentially unbiased estimates of the true error rate.

o Estimated error rates will vary from sample to sample

within a State simply because of sampling errors. In 1985,

the standard errors of the estimated overpayment-error
rate--a measure of sampling variability--ranged from .004

to .032, with an average of about .01. What constitutes an
"acceptable" level of sampling error depends on the cost of

obtaining more precise estimates, how the estimates are

used, and the consequences to which they lead.

The tmplemeutation of QC is generally accurate, reliable, and
consistent.

viii



o Repeated audits by the General Accounting Office and the

USDA Office of the Inspector General indicate a generally

high level of conformance in the application of QC policy

by State and federal reviewers. The Food and Nutrition

Service provides technical assistance and other efforts to
ensure the necessary consistency.

o An analysis of State QC expenditures and reported error
rates shows no significant correlation, and thus no
evidence that differences in the "level of effort" applied

to the review process lead to systematic differences in
error rates.

The defiuittou of error is reasonably complete and balanced.

o Strictly procedural or technical errors--those without

financial consequences--are excluded from the food stamp

payment-error rate. This exclusion is consistent with the

focus of QC on the outcome--rather than the process--of the

eligibility and benefit determination.

o Ail other errors with financial consequences--whether

caused by the State agency or the participant--are included
in the food stamp payment-error rate. The distinction

between an agency error and a client error is often

ambiguous, and subject to substantial judgment and inter-

pretation. A blanket exclusion of all "client-caused"
errors would ignore the variety of actions that can be and

are taken by State agencies to reduce the rate of such
errors,

o Available evidence does not indicate that emphasis on

reducing overpayments leads to an increase in under-

payments. The inclusion of a measure of underpayment
errors in the calculation of liabilities, however, could

alleviate some concerns about the potentially adverse

consequences of the current legislative emphasis on

overpayment errors.

o While conceptually appealing, the broadest measure of

underpayments--one that incorporates the "cost" of an

improper denial or termination of households that are truly

eligible for benefits--is not feasible under the current QC

design. The current review of negative actions is strictly

procedural, measuring compliance with process and

documentary requirements. Major modifications to the
current negative action review process would be necessary

to measure the true "cost" of improper decisions.
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Certain caseload and area characteristics do affect the

incidence and size of errors (with some caveats). There is no

clear basis for adjusting State error rates (or, equivalently,
State error thresholds) for differences in the complexity of
the caseload or the characteristics of the local area. No

statistical model yet identified can adjust State error rates

and produce better measures of error.

o States vary in a number of ways, some of which lead to
higher error rates, while others lead to lower rates.

Errors are affected by a complex interaction among
variables that offset or enhance each other to varying

degrees across and within States. This means that

adjusting error rates by a few indicators with prespecified

adjustments will not improve the measure of a State's error
rate.

o An extensive multivariate analysis reveals that household

size, the presence and source of income and assets, the

number of deductions, and the density of the population
around the local office were associated with the size of

the average food stamp benefit, the probability of error,

or the size of the error. Some important variables,

particularly measures of caseload dynamics, could not be

included in the analysis. In their absence, these results

must be interpreted with some caution.

o The analysis considers several different models whose use-

fulness is similar in a purely statistical sense.

Selecting the single, most appropriate adjustment model

from among those presented is, however, problematic.

Individual States fare differently under each model, and

small changes in adjusted error rates lead to large changes

in liability under current methods for assessing liability.

The legislative basis for calculating liabilities could be
improved.

o There is no empirical basis for determining the "right"

threshold. Setting the error rate target is a policy
decision that must balance the tradeoffs between the desire

for program accuracy and the recognition of some level of
unavoidable error.

o An analysis of the differences between AFDC and the histor-

ically higher food stamp error rates suggests no reason

that the target should be the same in both programs.



Differences in the caseload help explain most of the
difference in error rates.

o Using administrative costs as the basis for liabilities

could dfscourage administrative investment. Liabilities
are set as a proportion of the federal share of admini-

strative costs. Thus, if two States exhibit the same error

rate, the one with higher administrative costs will have a

larger liability. A benefit basis for liabilities could
link the liability more closely to the actual cost of the

erroneous payments and eliminate this potential
disincentive.

o With the current legislative formula to calculate
liabilities, trivial differences in error rates can make

important differences in the size of the liability.

Conversely, some differences in error rates are ignored.

Moreover, because of the sampling variability inherent in

the estimates of error rates, the step function systema-

tically overstates liabilities for some States and

understates liabilities for others. A continuous, smooth
function could eliminate these features of the current

system.

o The point estimate reflects the best available measure of a

State's performance and is, therefore, the best measure on
which to base liabilities. A lower confidence bound

systematically and substantially understates the true
liability (i.e., the liability that would be assessed if

the true overpayment-error rate were known). Using the

lower bound would not improve equity. Instead, it would

simply increase the risks to the Federal government.

o Using the point estimate will sometimes produce liabilities

that are too high or too low for a State in any one time

period, because of sampling error. Under current proce-

dures, the federal government bears the full cost of the

first 5 percent of overpayments. Beyond that point, the

risks are shared by the State and federal governments. The
risk to the State increases as true error rates approach
the threshold.

The current QC system lays the foundation for a relatively
comprehensive, accuracy-oriented management information system
for State managers. To some extent, relatively small State

sample sizes and limited data on administrative procedures

restrict the usefulness of the current QC system for
management information.
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o Most States use QC for analytical purposes or as a vehicle

for collecting additional management information.

o Current sample sizes limit the usefulness of QC for

analyzing local office error rates or for obtaining interim
measures of progress. However, many areas accumulate

sample results over time, thus increasing the effective

sample size for analytic purposes. States can also

increase sample sizes, and the federal government pays half
the cost.

o QC data provide reasonably complete information on the

characteristics of the caseload and types of error, but

more limited information on procedures that cause or
prevent errors.

Many of the issues raised in this study depend on policy
choices. On some issues, the weight of the evidence enables

USDA to reach clear conclusions. In other areas, the

appropriate approaches are less obvious, and more than one

alternative may be acceptable. Pending a thorough review of

the parallel report prepared by the National Academy of
Sciences, the Department has elected not to make specific
recommendations.
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I. INTRODUCTION

This study responds to a Congressional request for an exami-

nation of quality control in the Food Stamp Program. In the

Food Security Act of 1985 (P.L. 99-198), the 99th Congress

instructed the U.S. Department of Agriculture (USDA) to under-
take two independent studies of the food stamp quality control

system--one to be conducted by the Department itself, and one

study to be conducted under contract by the National Academy

of Sciences.I/ The Congress asked that both studies address
how the QC system can best be operated, so as (i) to obtain

information that will allow the State agencies to improve the

quality of program administration, and (2) to provide

reasonable data that will form the basis for determining

whether federal funding should be withheld for State agencies

that exhibit excessive levels of erroneous payments.

This report presents the results of the Department of

Agriculture's study.

In general, the fundamental aim of quality control is to

prevent chronic problems in the production of goods or the
delivery of services by measuring performance, comparing per-
formance with established standards, and pursuing corrective

action where necessary to improve performance. The concept of

quality control has its modern roots in the development of

statistical theory in the 1920s. Its use spread through

private industry and government operations during World War II

in response to the demands of the war effort for high-quality

mass production.

The Food Stamp Program (FSP) adopted quality control (QC) in

1971, and has been refining it since then. QC began as an
internal management initiative, but its subsequent development

involved a series of Congressional actions and the associated
evolution of regulations. From the beginning, there has been

continued analysis of the success and implications of QC from

the standpoint of both federal and State agencies, and

technical evaluations by government agencies and independent

consultants. Throughout its history, the FSP quality control

process has been the administrative responsibility of the Food

and Nutrition Service. Its primary goal is to help ensure the

accuracy of food stamp benefit issuance, and thus to maintain

l_/The Food Security Improvement Act of 1986 (P.L.
99-260) extended the submission deadline for both the USDA

and National Academy of Sciences reports to May 12, 1987

(one year from the date of the contract between USDA and the

National Academy of Sciences).



the public's confidence in the integrity of the Food Stamp

Program.

The importance attached to the food stamp quality control

process from its origins in 1971 reflects three key features
of the program:

1. Program Size. During Fiscal Year 1985, the Food Stamp
Program issued nearly $11 billion in benefits to nearly 35
million recipients. With so much money involved, even

small error rates can have large costs. And with so many

persons affected and so many decisions that affect them, a

method for preventing errors is essential to avoid issuing

or denying benefits incorrectly. Specifically, with an

overpayment error rate just over 8 percent in 1985, nearly
$900 million was issued in excess of the amount that

households should have received under the law; at the same

time, States should have issued another $250 million to

households already determined eligible.

2. Program Growth. The program's rapid growth from a pilot

project in the early 1960s to a major national program in
the 1970s contributed to concerns about the program's

ability to ensure that benefits are issued accurately and

that benefits are made available to every eligible house-

hold that applies. Results from early QC reviews

suggested that overpayments equaled more than 15 percent

of total benefits issued, and that underpayments equaled

about 3 percent.2/

3. Fiscal Responsibilities. The Food Stamp Program is unique
among the major means-tested transfer programs in that

administrative responsibilities are shared between the

federal and State governments, but benefits are paid for

entirely by federal funds. In other transfer programs,

State responsibility for funding at least a portion of the
benefits that are issued creates natural incentives for

quality control and error prevention. As in any dele-

gation of authority, demands arise for program monitoring

and accountability mechanisms by the funding agency.

2/These early results pertained to non-public

assistance households (i.e., those receiving neither Aid to
Families with Dependent Children nor Supplemental Security
Income).



The food stamp quality control system examined in this report
is the result of over 15 years of development in response to

these concerns, and reflects both technical development and

difficult policy choices. The remainder of this introductory
chapter provides the background for the report that follows.

Section A highlights the present functions and purposes of
food stamp quality control. Section B defines the questions

to be examined in this report, summarizing the questions posed
by Congress and describing the process by which FNS developed

its study agenda. Section C describes the organization of the

remainder of the report.

A. FUNCTIONS AND PURPOSES OF QUALITY CONTROL

Quality control is an integral piece of the broader
Performance Reporting System for the Food Stamp Program. The

Performance Reporting System was implemented by regulation in

1975 and then mandated by Congress as part of a far-reaching

set of changes to the program made in the Food Stamp Act of

1977. The Performance Reporting System includes regular
reviews of the program's success in meeting a broader set of

program goals: the timeliness of benefit issuance, the
accessibility of the program to applicants, and the accuracy

of benefit issuance. Separate processes for reviewing and

measuring performance have been developed to assess success

according to these different dimensions.3/

The Food Stamp Program QC system focuses on the accuracy of

household eligibility and benefit determinations, or certifi-
cations.4/ It provides two general measures of the accuracy
of certification. The first is based on an intensive review

of a probability sample of Food Stamp Program participants.

These reviews determine whether the participating household is
eligible and receiving the correct food stamp benefit--neither

more nor less--given its income, expenses, resources, and

3_/Furthermore, some of these processes go beyond the
review and measurement stage. The Performance Reporting
system permits financial assessments if States fail to

correct performance deficiencies.

4/The process of accepting applications, determining

eligibility and benefits, processing interim changes in
household circumstances, and periodically reviewing these

decisions is known generically as "certification."

Throughout this report, "certification accuracy" and
"payment accuracy" are used interchangeably.



living arrangements. The second measure is based on a sample

of households whose application for food stamps has been
denied or whose benefits have been terminated. These reviews

of "negative actions" determine whether the decision to deny
or terminate benefits was procedurally correct and fully

documented.5/

Since the inception of quality control in the Food Stamp

Program, the information generated by the reviews of food

stamp households and the certification errors associated with

them has served two functions. First, it generates objective
measures of the administrative performance of States--error

rates--that can be compared across States, over time, and

against established standards. Second, it creates a data base

to give program managers a foundation for improving the
accuracy of certification.

Performance measurement and management information are closely

linked. For instance, the information produced by QC, if

properly classified, presented, and fed back to program

managers, can be a vital factor in improving certification

accuracy. The more closely that performance measurement and

management information functions are integrated, the more

effective such feedback can be. However, the sample size and
data requirements of these two functions differ to some

extent, making total integration problematic. That is, a

process ideally suited for measuring performance may sacrifice

some management information, and vice versa.

The relative emphasis on the performance measurement and

management information functions of QC can also shift over
time as changes occur in the size of the program, the problems

it experiences, and perceived policy priorities. The current

FSP quality control system emphasizes performance measurement,

largely because the three factors cited earlier--program size,

program growth, and the allocation of fiscal responsibility

for the program--have accentuated the importance of a system-

atic basis for program accountability.

QC reviews provide a basis for a system of financial

liabilities and incentives that are designed to hold States
accountable for certification accuracy. States that exhibit

overpayment error rates beyond a specified threshold are
liable for a portion of the cost of overpayments. Assessing

5/Negative action reviews focus on the correctness
of the denial process, but do not establish the household's
correct eligibility status or benefit amount.



liabilities provides a mechanism whereby both State and

federal governments share in the cost of certification

errors. Because food stamp benefits are fully funded by

federal tax dollars, the federal government would bear the

full cost of all erroneous payments in the absence of quality

control liabilities. Quality control liabilities thus limit

the fiscal burden imposed on the federal government by errone-

ous benefits, by redistributing some of the risk of erroneous

certification decisions to State and local agencies. This

allocation is reasonable since State and local agencies have
the ultimate authority in individual eligibility and benefit

determinations. Again, in 1985 alone, the cost of erroneous

overpayments was nearly $900 million. Under the current

system of liabilities, States were held accountable for less
than 25 percent of this loss.

States that exhibit iow rates of overpayments, underpayments,

and improper denials or terminations are eligible for addi-

tional federal funding. This creates additional incentives to

reduce error rates, even for States that are not subject to
liabilities. In 1985, three States qualified for a total of

$1 million in incentive payments.

B. DEVELOPING THE STUDY AGENDA

The QC study undertaken by the Department of Agriculture

responds to the Congressional mandate in the context of the

present QC system, the emphasis it places on performance

measurement and liability, and the issues of most common

concern that have emerged in recent years from operating the
system. Public debate in recent years has focused on (1) the

technical soundness of the QC performance measurement process,
and (2) policy decisions which have increased the pressures

exerted by the QC system to reduce errors, the number of

States that face liabilities based on their error rates, and

the amount of those liabilities. In developing its study
plan, USDA has thus focused on the Congressional question

about the reasonableness of the data generated by the QC
system as a basis for financial liabilities. However, the

Department also investigated the extent to which the QC system

provides management information to States and how this

function might be improved.

To develop and refine the scope and subjects of its study,

USDA began its work with a broad search for areas of

concern. The Department consulted with experts on quality

control policy and operations both inside and outside the
federal government. Department staff met with representatives

of the Department of Health and Human Services, the Office of



Management and Budget, the National Council of State Human

Service Administrators' Management and Quality Control

Committee, the Technical Advisory Group of the Food Stamp

Quality Control Directors, and the Association of Public

Welfare Administrators. The Department also re-examined the

legislative and regulatory history of QC and reviewed

published critiques or commentaries on the QC system.

The initial search identified a large number of potential

areas for study. Many, however, were only remotely relevant

to assessing the current QC system requested by Congress. In
keeping with the Congressional request, USDA narrowed the

scope of the study and kept it within manageable dimensions,

by focusing on the key issues most clearly linked to the

Congressional mandate. Two basic premises guided the
selection of issues and the definition of the study's scope.

The first premise is that the primary function of QC is to

help ensure program accountability and, more specifically, to

provide a measure of the accuracy of certification. The
direction of the Congressional mandate is explicit--to study

QC as the basis for withholding funds from States that exhibit

excessive error rates. While there may be room for debate

about the definition of error, the procedures for measuring
errors, and the manner in which liabilities are assessed, it

is clear that Congress also views QC liabilities as a vehicle

for limiting the fiscal burden imposed on the federal govern-

ment by erroneous payments.

Therefore, this study does not deal with broader measures of

program performance (such as administrative efficiency and the

timeliness of application processing and other administrative

actions). Each of these measures is important in its own

right, but none is intrinsic to the objectives and operations

of QC as defined by Congress. As noted earlier, each is

reviewed under the broader Performance Reporting System.

Moreover, both the General Accounting Office--the nonpartisan
investigative arm of Congress--and USDA's Office of the

Inspector General conduct routine and special audits. Thus,
QC should be viewed as only one component of a more extensive

set of procedures whose purpose is to make the Food Stamp
Program accountable to its legislative objectives.

The second premise used to define the research agenda is that

the correct measure of program performance for accountability

purposes is the accuracy of the outcome of certification,

rather than strict adherence to procedural requirements.

States have the flexibility to tailor administrative

procedures to their own needs and preferences within the

policy framework set by the federal government. Given the



wide variation in State and local settings, there is every

reason to believe that very different procedures can lead to
the same desirable outcome--in this case, certification

accuracy. In fact, different administrative approaches may be

not only desirable but also necessary. What works well in a

densely populated, large urban area may not work in a small

rural setting. Consequently, the variety of administrative

practices is extensive.

This variety is an appropriate response to the division of
administrative responsibilities among federal, State, and

local governments. However, it is of only secondary interest

to determine whether or not a State or local office correctly
follows its administrative procedures. The question that QC

seeks to answer is whether or not benefits are paid correct-
ly. The adherence of State and local offices to any given set

of administrative procedures may or may not generate accurate

payments. Thus, it is possible to achieve process-oriented

goals without achieving important administrative outcomes. A
measurement system that focuses on an administrative process

rather than outcomes can create a distorted view of program

performance.

Within this context of the accuracy of the outcome of certifi-
cation decisions, the study focused on four characteristics of

a sound QC system:

1. The qC system should be balanced. Achieving the goals of
quality control requires that all relevant aspects of
certification error be measured. Therefore, the study has

examined the types of errors that are measured and the
manner in which alternative definitions of error or the

scope of the error-rate measure can create different per-
formance incentives.

2. The QC system should be accurate and reliable. The study
has examined the appropriateness and technical correctness
of the methods used to select sample cases, conduct

reviews, and calculate error rates. The statistical pro-

cedures used in QC have been examined in great detail to

assess their ability to generate unbiased and reasonably
precise error rates.

3. The QC system should be fair. An important focus of the
study has been to determine whether the present system

affects States in similar circumstances comparably.

4. The QC system should provide clear and understandable
incentives; It is important to minimize the mysterious-



ness of the QC process and its results. Although some

aspects of quality control are inevitably complex, the
extent to which any alternatives reduce or improve the

clarity of the process to program managers is an important
concern,

The specific issues examined in the report that follows fall

into two general categories: largely technical issues for

which empirical analysis can inform the decision process, and

policy issues for which there are no strictly technical
answers. The first set includes such issues as the statisti-

cal properties of the estimated error rates, and the effects

that characteristics of the program environment, independent

of State administrative efforts, have on error rates. USDA
reviewed the body of existing research and sponsored important

new research efforts to shed light on these issues.6/

The second class of issues is less easily illuminated by
empirical analysis and cannot be resolved with strictly

technical answers. These issues are examined in full recogni-

tion that the current QC system reflects policy choices, and

that a re-evaluation of policy choices over time is

appropriate. These issues include questions about the

acceptable degree of sampling error, the extent to which State

and federal governments should share in the cost of

certification errors, and the manner in which error-rate
results should be used to allocate the cost of errors between

the States and the federal government.

The study addresses many questions for which there are no
right or wrong answers. In the end, they require policy

decisions. To help guide the policy debate, USDA has

highlighted the importance of the issues and explored the

advantages and disadvantages of the current system's design.
On some issues, the weight of the evidence enables USDA to

reach clear conclusions. In other areas, the appropriate

approaches are less obvious, and more than one alternative may

be acceptable. In these areas, USDA does not make any recom-

mendations. Instead, the Department plans to continue its

deliberations, including a thorough review of the parallel

report prepared by the National Academy of Sciences under
contract to USDA.

6/Individual reports on these research efforts will
be issued in the near future. Their conclusions are

summarized in this report.
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C. ORGANIZATION OF THE REPORT

The Department of Agriculture's report to Congress consists of

six chapters. Chapter II provides a detailed description of

the current QC system, as well as a brief history of its

development. Chapters III and IV respond to the Congressional
concern about the quality of QC data and the reasonableness of

the methods for using these data to establish financial

liabilities. Chapters III and IV, in broad terms, address

technical and policy issues, respectively. Chapter III deals

with issues that pertain to the definition of error,

procedures for measuring errors, and the capacity of current

procedures to yield accurate measures of performance, without
bias or serious imprecision. Chapter IV focuses on the

application of error-rate results and the associated policy

choices: how to set error-rate thresholds beyond which States

are liable for the cost of errors, and how to compute the

relative shares of the cost of errors that should be paid by

States and the federal government. Chapter V responds to the
Congressional concern about the current and potential uses of

the QC system as a source of management information to help

State agencies improve their programs.

Throughout the chapters that follow, however, the reader

should keep in mind that, while the report analyzes individual
aspects of the quality control process, the components of the

system are closely interrelated. The system's balance,
accuracy, fairness, and clarity are the result of the net

effects of all technical and policy decisions. More precise
technical solutions, for example, may severely complicate the
overall process, make it less comprehensible, and in the end

have little effect on incentives or performance. Modifying

the scope of errors counted in the QC system could create a

more balanced set of incentives, but it might also sharply

alter the reported incidence of errors and require a reconsid-

eration of how the costs of errors are shared. Chapter VI

summarizes the conclusions reached in Chapters III through V
on these various issues.



II. DESCRIPTION OF THE QUALITY CONTROL PROCESS
IN THE FOOD STAMP PROGRAM

The legislative and executive branches of the federal

government have broad responsibilities for defining,

supporting, and monitoring the Food Stamp Program. The

federal government defines Food Stamp Program policy in the

form of legislation, regulations issued by the Secretary of

Agriculture, and policy handbooks issued to State agencies.

It provides most of the funding to support the program; it

pays for the full cost of benefits issued to participating
households and for approximately half of the administrative

costs of running the program at the State and local levels.
The Food Stamp Act of 1977, as amended, requires the federal

government to take specific steps to ensure that these funds

are spent correctly. The Secretary is enjoined to "establish
standards for the efficient and effective administration of

the food stamp program by the States" and to "institute an

error rate reduction program under which, if a State agency's

payment rate exceeds [5 percent] the Secretary shall . . .

reduce the State Agency's federally funded share of admini-

strative costs." As a result of this legislative requirement,
the Department of Agriculture operates a Performance Reporting

System (PRS) and, as part of PRS, a quality control system to

measure the accuracy of the certification processes of States
and to hold States accountable for administering the Food

Stamp Program effectively and accurately.

This chapter describes the current quality control (QC)

process and its historical evolution. The description

provides important background for the discussion in Chapters

III, IV, and V on issues associated with error definitions,

error measurement, error-rate targets and financial

liabilities, and management information obtained from the QC

system. Section A first presents a brief history of the QC
system, and Section B broadly outlines the current system as

it has emerged. Sections C through F then describe the

current QC system in detail.

A. A BRIEF HISTORY OF FOOD STAMP QUALITY CONTROL

The current food stamp quality control system reflects over 15

years of policy debate, technical scrutiny, methodological

development, and legislative refinement. The major features

of the current system, thus, resulted from considerable

experimentation and experience. Many of the issues examined
in detail in later chapters have emerged repeatedly during

11



past reviews of the QC system in its early stages. Current

practice reflects the resolution of competing objectives and

improvements in technical procedures achieved in these earlier
stages. This 15-year development occurred in three major

phases of regulatory and legislative actions that have
affected quality control: the first regulatory implementation

of QC in 1971, the Food Stamp Act of 1977, and the 1980 and
1982 amendments to the Food Stamp Act of 1977.

1971 Regulator ¥ The original QC regulations, implemented in November 1971,
Implementation preceded legislation by six years, although they did reflect

of Qualit _ Congressional concerns. Quality control was viewed by program
managers as a way to improve program audits that were already
in use, to enhance the ability of agencies to monitor program

operations, and to provide a basis for developing corrective

action plans when necessary.

Even this earliest set of QC procedures called for reviewing a

statistically reliable sample of households and comparing
State error-rate performance with defined targets. Beginning

with methods that were already then being used by the AFDC

program, this first food stamp QC process used a combination

of error measures. Error rates were compared with two

targets: a 3 percent target for eligibility errors and a 5

percent target for "basis of issuance" errors--error amounts

involving overissuance or underissuance to eligible house-
holds. Reviews were conducted on both active cases and

negative actions (the latter entail decisions to deny an

application or terminate a household's participation), drawn
from the non-public assistance caseload. Sample sizes similar

to those currently used were prescribed for 6-month review
cycles (described later in Section C). Error rates based on

the sample reviews were published starting in 1974, and served

as a benchmark for joint efforts by the federal government and

States to identify problems and methods for reducing errors.

Several changes and improvements were made in the QC process

over the ensuing five years. Statistical consultants helped

the Food and Nutrition Service improve its criteria for

reviewing State plans, and the training of federal and State

staff increased the procedural consistency of QC reviews. In

1975, quality control results were formally made part of the

new comprehensive Food Stamp Program Performance Reporting

System, and, in 1976, the QC process was broadened to include

public assistance households.

12



The Food Stamp The Food Stamp Act of 1977 established the first legislative
Act of 1977 requirement for a quality control system. The law established

increases in administrative funding for States that exhibited

low error rates and a new definition of error for determining

eligibility for this higher match rate. The Act provided an

administrative cost reimbursement of 60 percent, rather than
the normal 50 percent rate, for States whose combined over-

payment and underissuance error rate was below the 5 percent

basis of issuance target. States which failed to meet this

target were required to develop corrective action plans.

These new legal consequences of error-rate performance

increased the importance of a sound technical design for the

QC system. Thus, USDA suspended the existing QC system

between August 1978 and September 1979 to devote full atten-

tion to implementing the 1977 Act. The new system, initiated

in October 1979, contained a uniform sampling methodology and

increased the size of samples that were re-reviewed by federal

staff. At this time, FNS began work on a system to provide

automated processing of QC data. FNS also removed from the

error calculations any remaining procedural deficiencies which
did not affect benefit amounts.

Food Stamp The persistently high rates of error in the Food Stamp
Amendments of Program led to concerns that an even stronger system of

1980 and 1982 incentives was required to improve certification accuracy.

In response, the 1980 amendments to the Food Stamp Act

established the concept of assessing financial liabilities
against States that exhibited high error rates and providing

incentive funding for States with Iow overall error; perfor-

mance was compared with a standard based on the average

performance among States and improvement in error rates.
States which failed to meet their targets faced liabilities

equal to the difference between the cost of the errors (over-

issuances plus underissuances) and their targets. Liabilities

for the first sanction period were waived by the Assistant

Secretary of Agriculture after the States submitted special

correction action plans.

Further changes were initiated by the 1982 amendments which

established the process now in place. These amendments:

o Eliminated underissuances from the payment-error rate

13



o Set error-rate targets at 9, 7, and 5 percent for fiscal

years 1983, 1984, and 19857__/

o Changed the period for performance review from 6 months to

a full year

o Made administrative costs rather than benefit issuances the

basis for assessing financial liabilities

o Revised the incentive funding formula

B. OVERVIEW OF QUALITY CONTROL SYSTEM

The current



caseload.8__/ This regressed error rate is then adjusted by the
degree to which the State failed to complete reviews on all

its sampled cases; this last step yields the official error
rate.

The official error rate is then compared with a

Congressionally mandated target or threshold. States are

financially liable for error rates that exceed the
threshold. States whose error rates are below the threshold

can receive incentives in the form of enhanced federal

reimbursements under certain circumstances.

The remainder of this chapter describes this process in

greater detail. Section C describes the process whereby

States select their review samples, and Section D describes

the process whereby they conduct reviews and report their

results. Section E describes the federal re-review, and

Section F explains the procedure for determining the official
error rate based on federal and State review results.

Section G presents the details of the process whereby
financial liabilities and incentives are determined.

C. SAMPLING FOR STATE REVIEWS

The QC process measures error rates by reviewing a sample of

active food stamp households and a sample of negative actions
in which household benefits are denied at application or

subsequently terminated. The accuracy of error rates
estimated from these samples depends on rigorous adherence to

valid sampling methods. FNS therefore establishes certain

guidelines and requirements pertaining to the sampling
process, which cover (1) the submission of a State plan, (2)

the size of the samples to be drawn, (3) the sampling methods

to be used, and (4) the timing of the sampling and review
process.

Submission of Each State must submit a QC sampling plan for approval by
a State FNS. In this plan, the States must describe the "sample

Sampling Plan frame," or the caseload pool from which they will draw their
samples, and the method whereby they will select cases. If

8_/The regressed error rate is not a correction of
State review results. It is, instead, a separate measure

derived from the federal subsample. The correlation between
federal and State findings is used to enhance the reliabil-

ity of the federal estimate.
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States choose to stratify their samples, they must describe

the procedures whereby they will divide the caseload into
strata and the method whereby they will weight the error-rate
results from each stratum to arrive at a final error rate for

the caseload as a whole.9/ The State must define its target

sample size according to federal requirements and various
"schedule" options made available to the State (explained more

fully below). Essentially, the State plan documents the

State's adherence to specific federal requirements, as well as

the methods chosen by the State in areas where federal

guidelines allow the States some latitude.

Sample Size Federal guidelines on the size of QC samples reflect a balance
between the desire for statistically precise error-rate
estimates and concerns about the cost and burden on State

agencies of conducting the State-level review. Thus, federal

rules prescribe several "schedules" of minimum required sample

sizes that distinguish the sample sizes required for States

with small and large caseloads, and the sample sizes required
for reviews of active households and reviews of negative

actions (denials and terminations).lO/

Sample Size Requirements for Active Households. Federal rules
base minimum sample sizes for active household reviews on the
size of a State's average monthly food stamp caseload, and

also allow the State to choose between a "high schedule" and

an alternative "low schedule." The basic requirement is

expressed in the high schedule, which links the size of the

9/The sample is stratified by dividing up the
overall caseload into segments (strata) based on specified

characteristics (e.g., public assistance households and non-

public assistance households), and drawing sample cases
separately from each stratum.

10/States may choose to review samples larger than

the required minimum, in order to increase the precision of
State error-rate estimates or allow estimates to be

developed for sub-state administrative units. Federal
administrative reimbursement is provided for such extra

reviews at the same rate as for the basic required sample.



annual QC sample of active households to the State's average
monthly caseload as follows:Il/

BASIC SAMPLE SIZE REQUIREMENT FOR ACTIVE HOUSEHOLDS

Average Annual

Monthly Sample
Caseload(N) Size (n)

60,000 or more 2,400

10,000-59,999 300 + .042(N - 10,000)

Under 10,000 300

However, States may use an alternative "low schedule" to

reduce their cost of performing QC reviews. States which use

this lower schedule must agree in their State plan not to

challenge the final QC error rate on the grounds that the

sample does not provide sufficient precision to ensure that

the true error rate is indeed above the liability threshold.
The alternative schedule available to the States also links

sample size to the average monthly caseload, as follows:

il/Sample size requirements are set according to
each State's forecast of its average monthly caseload in the

coming year. QC policy recognizes, however, that actual
caseloads may differ from such estimates, and allows consid-

erable leeway without adjustment of the sample size require-

ment. If a State's caseload exceeds its forecast by less
than 20 percent, no adjustment in sample size is required.

When the differential is higher than 20 percent, some States
reduce their sampling rate in the latter part of the year to

keep the total sample size at the level they had planned

for, thus avoiding the increased costs of reviews.
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ALTERNATIVE S_PLE SIZE REQUIREMENT FOR ACTIVE HOUSEHOLDS

Average Annual
Monthly Sample
Caseload(N) Size (n)

60,000 or more 1,200

10,000-59,999 300 + .018(N - 10,000)

Under 10,000 300

The distinction between the high and low sample-size schedules
stems from a legislative change made in 1982. At that time,

Congress directed USDA to base liabilities on the results of
an annual review period rather than the semiannual periods

used up to that time. Larger States had been selecting and

reviewing cases at an annual rate of 2,400 (based on the

maximum semiannual sample of 1,200). Thus, the switch from

semiannual to annual review periods enabled States to double

their effective sample size at no additional review cost.

However, in recognition that the larger sample size would

generate only a modest increase in the precision of the

estimated error rates, states were given the option of

reducing the total number of cases they reviewed each year so

as to reduce their review costs. In 1985, 31 states elected

to use the lower schedule. Table II.1 shows the average
monthly caseloads and the required sample sizes of all States
in 1985.

Sample Size Requirements for Negative Actions. The required
number of reviews for negative actions (benefit denials and
terminations) has been lower than that for active cases since

the start of the FSP quality control system in 1971. As

described in more detail in later sections, the negative

action review focuses on whether or not the decision to deny

or terminate benefits was procedurally correct; it does not

determine whether eligible households were wrongly denied

benefits. (Answering that question would necessitate

establishing whether, had procedures had been followed, the
household would have been found eligible).12/ Since the aim

12/States are required to restore erroneously denied
benefits. This restoration, however, lies outside the QC

system.
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TABLE II. 1

ACTIVE SAMPLE SIZE REQUIREMENTS: FY 1985

Average Required Active

State Monthl_ Caseload Sample Size

Alabama 207,036 1,200 a

Alaska 7,690 300
Arizona 62,359 2,400

Arkansas 92,000 1,200 a

California 493,320 2,400
Colorado 64,492 1,200 a
Connecticut 53,052 1,075 a

Delaware 13,700 367 a
Dist. of Columbia 29,580 652a
Florida 237,654 2,400

Georgia 202,755 1,200 a

Guam 4,686 300
Hawaii 35,491 759 a

Idaho 19,239 522
Illinois 349,273 2,400

Indiana 149,898 1,200 a

Iowa 75,827 1,200 a
Kahsas 44,810 927 a
Kentucky 184,071 1,200 a

Louisiana 202,381 1,200 a
Maine 46,850 963 a

Maryland 114,038 1,200 a

Massachusetts 139,010 1,200 a
Michigan b 414,216 1,800 a
Mln_sota 90,000 1,200 a

Mississippi 165,116 1,200 a

Missouri 137,000 2,400
Montana 21,430 574

Nebraska 33,942 875
Nevada 13,359 381

New Hampshire 12,388 357

New Jersey 157,458 2,400
New Mexico 50,327 1,026 a
New York 752,209 1,200 a

North Carolina 174,137 1,200 a
North Dakota 12,100 317 a
Ohio 427,532 2,400

Oklahoma 100,600 1,200 a
Oregon 93,886 2,400

Pennsylvania 414,858 1,200 a
Rhode Island 29,033 757
South Carolina 131,694 1,200 a

South Dakota 15,315 428
Tennessee 185,413 1,200 a
Texas 392,974 1,200 a
Utah 25,503 570 a
Vermont 17,021 469
Virgin Islands 7,969 300
Virginia 138,323 1,200 a

Washiniton 105,454 2,400

West Virginia 94,161 1,200 a
Wisconsin 112,659 2,400

Wyo_ng 9,297 300

U.S. TOTAL 7,164,585 63,219

astate elected to use a reduced sample size in accordance _rlth section

275.11(a)(2)vili of the Food Scamp regulations.

bFNS granted Michigan a special adjustment co reduce its sample size to
1,800.



of these reviews is to identify potential problems rather than
to measure incorrect issuance or establish a basis for

liabilities, the lower level of precision inherent in the

smaller sample size is accepted. Thus, QC resources are

focused to a greater extent on samples of active households.
A single schedule of sample-size requirements applies to all

States for negative action reviews, linking annual sample

sizes to the average monthly number of actions:

S_4PLE SIZE REQUIREMENTS FOR NEGATIVE ACTIONS

Average Annual

Monthly Sample
Caseload(N) Size (n)

5,000 or more 800

500-4,999 150 + .144(N- 500)
Under500 150

Table II.2 shows the average monthly number of negative
actions and the required sample sizes for negative action

reviews undertaken by the States in 1985.

Sampling Federal QC policy governs the two basic steps in sampling:

Methods establishing the sampling frame and selecting review cases.
The first step in sampling is to establish the sample frame,

or, again, the pool of households from which review cases will

be drawn. Although sample-size requirements are stated in

annual terms, sample frames must be identified and a portion

of the sample must be drawn each month, since QC policy

requires that reviews be performed promptly after the "sample
month," the month in which the benefit issuance or action in

question is to be reviewed. Two separate sample frames must
be constructed--one for active households, and one for

negative actions.

Both sample frames are defined by a process of identification

and exclusion. The active sample frame consists primarily of
households that received food stamps during a particular

sample month, and the negative action sample frame consists of

all households whose application for food stamps was denied or
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TABLE II.2

NEGATIVE ACTION SAMPLE SIZE REQUIREMENTS: FY 1985

Average Monthly Number Required Negative

State of NegativeActions Action Sample Size

Alaba_ 15,312 800

Alaska 1,914 354
Arizona 5,716 800

Arkansas 7,100 800

California 53,388 800
Colorado 6,200 800

Connecticut 1,202 251
Delaware 856 201
Dist. of Columbia 690 177

Florida 9,945 800

Georgia 16,024 800
Guam 238 150

Hawaii 1,641 314
Idaho 3,670 558

Illinois 17,921 800
Indiana 5,621 800

Iowa 12,146 800
Kansas 4,468 699

Kentucky 9,050 ' 800
Louisiana 8,637 800

Maine 3,688 609

Maryland 2,917 498
Massachusetts 3,247 546

Michigan 29,839 800
Minnesota 7,400 800

Mississippi 6,250 800
Missouri 10,000 800

Montana 1,400 280
Nebraska 1,818 34U

Nevada 3,117 527
New Hampshire 1,043 228
New Jersey 8,128 800

New l_xico 2,337 415
New York 27,086 800

North Carolina 11,986 800
North Dakota 870 203

Ohio 9,538 800
Oklahoma 10,000 800
Oregon 3,630 601

Pennsylvania 3,024 513
Rhode Island 1,600 308
South Carolina 5,006 726

South Dakota 1,341 271
Tennessee 8,811 800

Texas 30,097 800
Utah 3,922 610

Vermont 1,357 273
Virgln Islands 96 150

Virginia 8,117 800

Washington 8,375 800
West Virginia 8,675 800
Wisconsin 10,379 800
Wyoming 1,317 240

U.S. TOTAL 418,150 31,642



whose certification was terminated during the sample month. 13/

Federal QC policy gives States latitude to define procedures

for stratifying and selecting their samples. States may

choose to stratify their samples--that is, to divide the

sampling frame into groups based on defined characteristics,

and to sample separately from each stratum--to ensure that
certain types of households are represented, to ensure that a

minimum sample size is established for certain types of cases,

or to facilitate integrating QC reviews for households which

receive both food stamps and AFDC. 14/ States may use either

systematic sampling--choosing cases at fixed intervals--or

random sampling to select sample cases from the sampling
frame. Table II.3 summarizes the number of States that use

stratified samples and integrated reviews.

Timing of State Completing the State QC review process promptly is desirable
QC Reviews for four reasons. By initiating reviews promptly, QC staff

may be better able to locate the selected households for

interviews. Second, prompt reviews increase the likelihood
that reviewed households, when interviewed, will be able to

provide accurate information about their circumstances in the

sample month. Third, when reviews are undertaken promptly,

collecting corroborating information from other agencies or
institutions (e.g., banks or employers) is likely to be less

problematic. Finally, the more rapidly QC staff initiate and
complete reviews, the sooner information on program

performance will be available.

For these reasons, QC policy places deadlines on the State

review process. States are required to conduct reviews and
report results promptly. The review results for all cases

selected in a given sample month must be reported to FNS

within 95 days after the end of the sample month. The monthly

status report on all cases is submitted within 105 days after

the end of the sample month.

13/However, certain households are excluded from
review if all members of the household had died or moved out

of the State since the sample month, or under certain other
conditions.

14/Integrated reviews enable States to obtain both

an AFDC and an FSP QC review from a single household which

participates in both programs, thus reducing review costs.
A sample stratum is defined which consists of AFDC/food

stamp households, and the sample cases that are drawn from

this stratum are used for the QC purposes of both programs.
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TABLE 11.3

STATES USING INTEGRATED QC
SAMPLES AND DISPROPORTIONATE

STRATIFICATION: FY 1985

Disproportionate Stratification a
Yes No Total

Integrated Yes 11 15 26

QC Samples
No 4 23 Z7

Total 15 38 53

aDisproportionate stratified samples are those in which different

sampling rates are used in different strata.



D. CONDUCTING THE STATE QC REVIEW

After the review cases are selected each month, the following

4-step State review process begins: (1) a case file review,

(2) a field investigation, (3) a determination of the case's
error status, and (4) the reporting of QC data and results to

FNS. Federal regulations and handbooks guide the process and

help ensure that States follow uniform procedures.

For the most part, these functions are carried out by a

designated QC unit in the State agency. QC reviewers may be
housed in a central State office or located in field offices

throughout the State to minimize travel for field investiga-

tions. However, QC reviews may not be performed by members of

local Food Stamp Program project area staff, since maintaining

the objectivity of QC requires that reviewers not have any

previous knowledge of the cases they examine.

File Review The first step in the QC review is an examination of the case

file--the desk review. For both active and negative action

households, the reviewer begins by examining the information

in the case file and the specific facts that support the

household's eligibility (or ineligibility) and the amount of
benefits issued. The desk review (and the later field

investigation) entails examining each "program element," or

factor, used to determine eligibility and the allotment

amount. These program elements are classified under four

broad categories: (1) nonfinancial criteria (e.g., the

composition and size of the household, and the disability,

citizenship, residency, and school attendance of household

members); (2) resources (e.g., bank accounts, vehicles, and
personal property and real estate); (3) income (e.g., earnings

and unearned income); and (4) deductions from income (e.g.,

excess shelter costs, child and dependent care, and standard

deductions). Information about each program element is
recorded on a QC worksheet, including pertinent facts, the
sources of verification included in the file and their

apparent validity, and any gaps or deficiencies in the
contents of the case file.

If, using recipient-reported information, the reviewer can
determine that the household was ineligible in the sample

month, the data collection portion of the review is considered

to be complete, without a field investigation. If, however,
no conclusive evidence of ineligibility exists in the file (or

some evidence comes from sources other than the household),

the reviewer must continue with the field portion of the

investigation.



Field Field investigation entails administering personal inter-

Investigation views to the head of food stamp household or that person's
spouse (or the household's authorized representative), as well

as making collateral contacts (in person or by telephone) with

banks, employers, landlords, and other sources that can

potentially verify (or contradict) information found in the
case file.15/ For active household reviews, the field

investigation must include a personal interview (in the home
if possible) with the household, as well as other collateral

contacts as necessary. For negative action cases, interviews

are not required, and household as well as collateral contacts

may be made by telephone.

In either case, the further information collected in the field

investigation is also recorded on the QC worksheet for each

program element.

Determining Using information collected in the desk review and the field
Error Status investigation (if required), the reviewer can determine

whether discrepancies or variances exist between information
in the case record and the results the review finds for the

same sample month. The reviewer completes a "computation

worksheet" which shows, side-by-side, case information and the

calculations of eligibility tests and benefit amounts as

originally recorded and as based on the QC review data. This
process identifies all differences in financial circumstances
and in the amount of benefits. 16/

Based on the identified variances, the QC reviewer then

determines whether a case contains a payment error as defined

by QC policy, and if so the amount of the error. Not all
variances are treated as QC payment errors. For example,

discrepancies of $5 or less in benefit amounts are excluded

15/Under the privacy laws of some States, collateral
contacts may be made by the QC reviewer only if the head of

the food stamp household signs a written release to

authorize such contacts as part of the review process.
However, refusal to cooperate with the review by not

providing such authorization is grounds for the termination
of benefits.

16/The amount of benefits is computed in the review

process only for active households; QC procedures do not

require that reviewers determine the amount of benefits that
would have been issued to households whose applications were

denied incorrectly.
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from the payment-error calculation. Variances are not counted

if they occur because verification was postponed for expedited
service cases or if the sample month was still within the time

period granted to the food stamp agency to change benefits on

the basis of information which gave rise to the discrepancy.
Variances that do not affect the benefit amount are also
excluded from the formal OC error count. The reviewer

summarizes the review by coding the formal QC error status of

each case as "eligible with correct benefit," "overissuance,"

"underissuance," or "totally ineligible." For active
households, the reviewer must also record the amount of the
error if there was an over- or underissuance.

Reporting The results of the QC review are reported to FNS on standard

QC Results forms. For active households, the Integrated Review Schedule
(which is also used to report AFDC and Medicaid QC results) is

used. 17/ On this form, the reviewer records case

identification, summary data on household income and deduc-

tions, the identity and characteristics of each household

member, and detailed information on the type and amount of

income for each individual. The reviewer codes a description

of the QC error findings, including the program element and

sub-element ("nature code") to which the error pertains, the

dollar amount of the error, and whether the error was due to a

mistake by the agency or a misreport by the client. Data from

completed review schedules are entered into computer files at

the State agency and transmitted to FNS's Washington Computer
Center.18/

For two reasons, not all sample cases end up as completed

reviews. Some selected cases, upon examination, are

discovered to be outside the scope of the target population,

and are coded "not subject to review." In other instances,

such as when a household refuses to cooperate, QC staff may be

forced to code a case as "not complete."

17/A special negative action review schedule is also
used.

18/In most States, an internal agency review of the

QC reviewers' findings is conducted before results are

forwarded to FNS, so as to check the accuracy of reviewers'
work, and to ensure that errors are neither overlooked nor

mistakenly identified.
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E. THE FEDERAL RE-REVIEW

A second round of case reviews is undertaken by federal QC

staff in FNS regional offices. This review monitors the

accuracy of the State QC review process and its application of

certification and QC policy. The results of the federal re-
review, when combined with the State QC results, determine the

official error rate. The federal re-review entails sampling
from State review files, reviewing cases, and resolving

disputes over differences between federal and State findings
on individual cases.

Sampling for Federal re-reviews are made for a subsample of the active
the Federal household reviews submitted by each State's QC unit and,

Re-Review under specified circumstances, for a subsample of negative
action reviews. For active household reviews, the annual re-

review sample is based on the size of the State's review

sample, as follows:

FEDERAL SAMPLE SIZE REQUIREMENT FOR ACTIVE HOUSEHOLDS

Average Annual

Monthly Sample
Caseload(N) Size (n)

1,200or more 400
300-1,999 150 + .277(n- 300)
Under300 150

Negative action cases must be re-reviewed only if overpayment,
underpayment, and State-reported negative action error rates

together are low enough to qualify the State for incentive

funding (see Section G).19/ Some regions, however, routinely

conduct a small number of re-reviews of negative action

19/The federal re-review of negative action cases is

a desk review. Like the State negative action review, it
examines the procedural correctness of the negative action,

but does not attempt to determine the actual eligibility

status of the household. Consequently, negative action
errors do not necessarily imply that the household was
entitled to benefits.
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samples to monitor negative actions. The annual re-review

sample for negative action cases is determined as follows:

FEDERAL SAMPLE SIZE REQUIREMENT FOR NEGATIVE ACTIONS

Average Annual

Monthly Sample
Caseload(N) Size (n)

800 or more 160

150-799 75 + .130(n- 150)
Under150 150

For both active cases and negative actions, federal re-review

staff must review all cases in their subsamples which are

drawn from the State review sample, and must also review all

State sample cases coded as "not subject to review" or "not

complete." The re-review thus examines not only the correct-
ness of State review results, but also the correctness of case

classifications for cases not directly counted in the State's

reported error rate.

Performing The Federal re-review focuses on answering three questions
the Re-Review about each State review case:

1. Did the State reviewer apply certification policy

correctly?

2. Did the State reviewer apply QC review procedures

properly?

3. Were the recorded results and findings of the State review
accurate?

The federal re-review begins with a desk review of State-
reported findings and is extended, as necessary, to resolve
issues. If the desk review indicates mistakes or an

inadequate investigation in the State review, the next step is
to verify questionable information by making telephone calls

to the household and collateral contacts as necessary. Field
trips to interview the household are made if necessary. After

the re-review, each completed case is classified according to



whether the federal reviewer agrees with the State's finding,

agrees but notes procedural deficiencies, or disagrees with
the State's finding. The federal re-review arrives at a

federal finding that the household was eligible with the

correct benefit amount, that the household was totally

ineligible, or that the household was eligible with a
specified amount of overissuance or underissuance.

Regional FNS offices must review each case within 60 days
after they receive the State review file (unless additional

information is needed and the reasons for the delay docu-
mented). Once a federal case re-review is complete, the case
file and federal results must be returned to the State within

7 days.

Resolvin_ When the federal re-review of a case generates a different
Differences error status than found by the State review, States have

recourse to an appeal process to contest the federal

finding. First, the State may request formal arbitration by

the FNS regional office. The finding is arbitrated by a

person in the regional office who had no involvement in the

re-review process for that State, and must be performed within

30 days after the State's request for arbitration. In six of

the seven federal regions, a State may first initiate a

preliminary, or informal, discussion with the regional office

even before this formal arbitration step, to present further

information about the case or present its interpretation of

certification or QC policy underlying the State result.

If the regional office's position is unchanged after formal
arbitration at the regional level, the State can appeal to the

national office of FNS for a final review. At whatever point
differences are resolved, that decision is used to determine

official QC error rates.

F. DETERMINING THE OFFICIAL QC ERROR RATE

The accountability function of the QC system is based on an
official QC payment-error rate for each State, encompassing

overissuances to eligible households and issuances to ineligi-

ble ones. This official rate is used to compare State perfor-

mance with legislated targets and to establish the financial

liabilities of States _ose error rates are above the targets,
as explained in Section G. The official error rate is deter-

mined by each regional office for the States in its jurisdic-

tion, using standard statistical software provided by the FNS
national office.
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The official error rate is derived from a two-step process
which draws on the results of both the federal re-review and

the State reviews. In the first step, a procedure called the

regression estimator is used to derive the regressed error

rate. This procedure entails using the results obtained from
the State review sample and the federal subsample to estimate

the error rate that would be derived if the federal QC review,

preceded by a State review, were applied to the entire

caseload. The regression estimator does not adjust State-

reported error rates. Rather, by using the double sample

results, it increases the precision of the error rate estimate
relative to what could be obtained from the federal sample

alone. In the second step, the regression estimate is

adjusted according to the percentage of cases in the original

State sample for which reviews were not completed. The

purpose of this adjustment is to maximize incentives for

completing reviews at the State level.

The Regression The federal re-review provides an external, objective error
Estimator measure that helps ensure that QC policy is applied rigorously

and consistently across all States. The federal re-review

alone could be used as a basis for estimating the payment-

error rate, but the sample sizes in the federal review limit

its precision. Given the availability of the results from the

State review sample, however, it is possible to improve the

precision of estimated error rates by using information from

both samples.

The regression estimator method was developed to make use of

the results of both samples. This approach has generally had

the effect of reducing the variance of the estimated payment-
error rates by about 50 to 75 percent, as compared with the

variance of estimates from the federal subsample alone. In

effect, using the double sample results and the regression
estimator generally yields results equivalent in precision to
what would be attained by increasing the federal subsample to

two to four times its current size and using only the federal
subsample for the error-rate estimate.

The regression estimate of the unknown true payment error rate

is computed as follows:

r = Z'=Z + b (X- x)
U U
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where

is the average overpayment per case in the federal

subsample, as determined by the federal review (the

average over all sample cases, including error and non-
error cases);

m

X is the corresponding average overpayment in the State
sample as determined by the State review;

m

x is the average overpayment as determined by the State

review for cases in the federal subsample; and

is the average issuance for all cases in the State
sample.

In the above equation, b is the regression coefficient
estimated from the federal subsample--an estimate of the

relationship between the average federally determined overpay-

ment per case and the average State-determined overpayment per
case for cases included in the federal subsample.

It is important to understand that this is simply a procedure

for reducing the sampling error of the estimate from the

federal subsampleo It makes use of the fact that the federal

and State findings on individual cases are highly corre-

lated. Consequently, if the overpayment errors based on State

findings for the cases in the federal subsample are above

those in the full State sample, then the federal findings
based on that sample are also likely to be too high. The

regression estimator adjusts for the difference in average
State findings in the two samples. A similar adjustment is

made if the State findings in the federal sample are below the
State findings in the full State sample. The effective sample

size of the federal subsample is increased substantially with
the regression estimator since there is a high correlation of

case by case findings from the State and the federal reviews.

The effect of the State findings on the size of the sampling

error thus depends on two factors:

1. The difference between the average overpayments found by
the State in the full sample and in the cases included in

the subsample.

2. The correlation between the federal results and the State

results for the cases in the subsample. If the
correlation between State and federal findings is perfect,
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the effective sample size for the regression estimator is

the same as the full State sample.

Adjustment for Failure to complete QC reviews undercuts the validity of the
Incomplete QC results in two ways. First, it reduces the effective
Reviews sample size, and thus reduces the precision of reported error-

rate estimates. However, more important is the substantial

likelihood that cases for which reviews are not completed are

systematically different from completed cases; thus, their

exclusion from the sample may bias the estimated error rate.

On the assumption (supported by some evidence from special
studies) that cases for which reviews are not completed are in

fact more likely to contain errors than the rest of the

sample, QC procedures adjust the regressed error rate based on

the percentage of sample cases not completed.

This adjustment imputes to incomplete reviews a higher error

rate than is found in the rest of the sample. Under current

procedures, incomplete reviews are assigned an error rate

which is higher than the regression estimate of the error rate

by an amount equal to twice the standard deviation of the

payment-error rate computed in the State-level review. The
official error rate is the weighted sum of the regressed error

rate and this higher assigned error rate for incomplete

cases. The regression estimate of the error rate is weighted

by the percentage of the State sample cases that were

completed, and the imputed rate is weighted by the percentage

for which reviews were not completed.

G. LIABILITIES AND INCENTIVES

Food stamp legislation establishes liabilities against States
with high error rates, and some financial "bonus"--or

incentive payment--for States with low error rates. Under

current legislation, both liabilities and incentives are based
on the amount of federal reimbursement for State administra-

tive costs in the Food Stamp Program. The following sections
describe how liabilities and incentives are determined, and

their history to date.

Determining QC penalties are determined in two steps: (1) deciding
Liabilities whether a liability should be assessed, and (2) calculating

the amount.

The decision to assess liabilities is based on a comparison of
a State's official payment error rate and an error rate

threshold established by Congress. Beginning with Fiscal Year
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1985, the Congressionally mandated threshold is 5 percent.20/

In establishing liability levels, the law includes only the

official overpayment error rate. Thus, the QC system

emphasizes holding States responsible for minimizing

overissuances, although the underissuance and negative action

error rates are relevant when incentive payments are
considered.

For States whose official payment-error rate exceeds the

threshold, a schedule links the liability amount to the
State's federal reimbursement for the administrative cost of

the Food Stamp Program. 21__/ This schedule is as follows:

SCMEDULE OF QC LIABILITY AMOUNTS

Percentage Points of Error Liability as Percent of

beyond 5% Threshold Federal Reimbursement

1.00%or less 5%
1.01%-2.00% 10%

2.01%-3.00% 15%
3.01% or more 15% + 10% for each

additional percentage

point or fraction thereof

Therefore, a State whose error rate was 9.5 percent in 1985

would face a liability equal to 35 percent of its normal
administrative cost reimbursement--5 percent for each of the

first three percentage points of error in excess of the 5

20/The basic threshold was set at 9 percent for 1983

and 7 percent for 1984, but State-specific thresholds were

computed in both years, as described earlier in footnote 2.

21/The precise definition of the base is that
portion of administrative costs which are reimbursable at 50

percent, in the absence of liabilities.
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percent threshold, and 10 percent for each of the next two
points or fractional points.22/

When States are formally informed of their error rate and

liabilities, they are also advised that, under the law,
liabilities can be reduced if State agencies can demonstrate

that there was "good cause" for the high error rate, including
such circumstances as natural disasters, strikes by agency

employees, and significant growth in the caseload, factors

which could be pointed to as introducing unforeseeable

elements beyond the agency's control. State agencies have 30

days after receiving the initial notification of their
official error rate and liabilities to request a good cause

waiver. FNS reviews these requests and can grant full or
partial waivers if the criteria are met.

After arbitration, notification of official error rates, and

procedures for reviewing good cause waivers are complete, and
after FNS has billed the States for any liabilities, States

may also request an administrative appeal. This request must

be filed within 10 days after receiving a federal billing for

the liability. (Billings occur no sooner than 30 days after

initial notices of error rates are received or shortly after

decisions on good cause waiver requests are made, whichever is

later). States must submit additional information to support

the appeal within 30 days following the receipt of the FNS QC

file from the appeals board. If requested by the States,

hearings are held before a USDA appeals board outside the Food

and Nutrition Service; otherwise the decision is based on the

written submissions. The appeals board has up to 60 days from

the receipt of the State's submission to schedule and conduct

a hearing, and 30 days from the hearing to make a final deci-

sion. If the State disagrees with the determination resulting

from this appeal, it can file suit against USDA in court up to

30 days after the administrative review determination. This

overall process protects States from unreasonable decisions in

the overall review process and the determination of liabili-
ties.

Determining Current legislation calls for increasing the rate of federal
Incentive administrative cost reimbursement to 60 percent for States

Payments that exhibit low error rates. A State qualifies for increased

22/Liabilities are capped, however, at an amount

equal to the percentage points of the payment-error rate
beyond the threshold, multiplied by the issuance in the
review month.



reimbursement if (1) the sum of its overpayment and underissu-

ance error rates is below 5 percent, and (2) its negative case

error rate is lower than the national weighted average

negative error rate in the previous year.23/

History of Tables II.4 and II.5 provide State error rates for over-

Liabilities payments and underpayments for Fiscal Years 1980 through
and Incentives 1985. Table II.6 summarizes the status of liabilities for

Fiscal Years 1981 through 1984, Table II.7 provides the

incentive reimbursements for low error rates during the same

years. (Liabilities for Fiscal Year 1985 are reported in

Chapter 3). The bases for liabilities in these years were

established under three successive pieces of legislation.

Both official error rates and error-rate targets have declined

since the first liabilities were assessed in 1981. However,
because error rates did not decrease as much as did the

targets, assessments have been increasing. For Fiscal Years

1981 to 1985, the Food and Nutrition Service has made a total

of 144 assessments on 50 States for about $339 million. As of

April 15, 1987, four of the 144 liabilities have been paid

(three by Connecticut and one by Wyoming); 34 assessments

involving 20 States have been waived in full by FNS under laws

applying to the period from October 1980 to September 1982;

five assessments have been overturned by the administrative

appeals board; and 101 assessments involving 49 States are

pending.

Of the 101 assessments that are pending, 84 have either just

been announced (Fiscal Year 1985) or are under good-cause

review within FNS (Fiscal Year 1984); II are being appealed to

the administrative appeals board (Fiscal Year 1983); and six
are in the courts (from Fiscal Years 1981 to 1982).

Summary of The full cycle of the QC process, from the first review month
the Overall in an annual sample through the assessment of financial

QC Process liabilities and the possible initiation of a State request for

Schedule judicial review, is lengthy. However, an estimate of each
State's error rate based on the State reviews will be

available as soon as the State completes a year's work and no
later than three and a half months after the end of the fiscal

23/Present policy on incentives took effect in

1983. For 1981 and 1982, the enhanced reimbursement rates

ranged from 55 to 65 percent, depending both on how much a
State's error rates fell below the threshold and on the size

of its error-rate reduction from the previous year.
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TABLE 11.4

QUALITY CONTROL PAYMENT ERROR RATES

FY80 FY81 FY82 FY83 FY84 FY85

Connecticut 9.97 13.78 12.73 12.80 7.11 7.04
Maine 9.18 8.09 8,49 8.37 6.74 7.91

Massachusetts 10.48 11.31 13.38 13,58 9.86 9.71

New Bamps_lre 8.70 12.57 16.29 9.99 8.18 4.42
New York 15.78 13,63 11.42 9.98 10.14 7.11

Rhode Island 13.50 10,50 8.90 8.90 7.08 8.00
Vermont 10.40 9.23 10.26 16.71 9.53 8.06

Delaware 9.84 7.45 6.40 4.94 6,31 7.17
District of Columbia 14.86 13.12 11.10 10,08 8.80 9.81

Maryland 14.60 14.22 9.70 7,12 b.99 7.37
New Jersey 8.61 9.40 8.68 7.95 7.46 8,50
Pennsylvania 8.91 9.56 10.87 10.37 10.53 9.3b

Puerto Rico 8.46 9.71 N/A N/A N/A N/A
Virginia 7.69 7.50 8.20 6.46 8.04 6.67
Virgin Islands 12,45 10,44 11,40 14,77 12.12 9.73

West Virginia 7.40 9.09 9.03 5.52 6.94 5.07

Alabama 8.29 7.36 5,72 6,92 13.31 13.50
Florida 8.83 12.85 10.25 10.02 8.94 b.71

Georgia 9.48 9.80 8.34 7.53 9.89 12.91
Kentucky 7.14 7.75 7.15 6,90 8.98 6.00
Mississippi 10.36 10.10 9.11 8.36 9.18 7.98
North Carolina 9.74 11.37 10,51 7.71 7.11 6.49

South Carolina 10.48 9.03 9.57 8.11 10.61 12.10
Tennessee 10.41 11.31 10.04 6.99 6.08 6.39

Illinois 9.95 8.50 8.93 7.23 8.31 8.16

Indiana 7.43 8.08 7.41 8.77 8.95 10.90

Michigan 10.28 9.30 8.99 7.70 6.46 7,35
Minnesota 6.62 7,65 8.37 7,92 9,77 9,51
Ohio 8.45 7.74 8.56 6.90 6.65 7.43

Wisconsin 9.61 10.24 11.40 8.27 9.60 8,00

Arkansas 7.48 9.17 9.64 8.77 9.75 7.88
Louisiana 9,35 10.45 9.71 9.45 10.15 9.76
New Mexico 13,16 13.34 12,85 11.44 11.61 8.83
Oklahoma b.97 9.31 8,02 8.79 7.19 10.58

Texas 7.65 9,28 9.69 7.58 9.60 10.38

Colorado 8.62 12.87 15.07 12.63 10.72 8.48
Iowa 10.26 9.11 9.25 8.81 8.48 8.41

Kansas 10.39 11.12 9.69 9.11 7.36 8.16
!

Missouri 8.00 8.52 7.40 6.74 5.81 5.23
Montana 9.13 13.48 7.56 5.52 8,83 7.44
NebrasKa 12.16 11.02 10.67 7.16 8.75 9.04

North Dakota 6.68 5.16 6.89 4.98 6,27 3.53
South Uakota 9.19 8.27 10,64 7.84 3.59 3.15

Utah 10.86 7.89 9.79 13.33 11,37 7.26

Wyoming 10.42 12.36 8.72 9.88 9.07 6.78

Alaska 11.88 23.23 20.80 13.86 9.14 13.53

Arizona 10.87 12.25 11.98 9,79 9.58 9.38

California 7.51 7.11 8.61 6.98 7.70 7.08
Guam b.40 7.97 5,31 7.57 3.39 5.33

Hawaii 4.49 6.97 5.96 4.28 3.70 4,35

Idaho 10.29 9.49 8.32 8.48 6.96 5.16
Nevada 4.08 3.39 1.48 2.17 2.54 2.48

Oregon 9.20 8.99 10,14 9.94 7.82 9.41

Washington 8.10 8.49 9.82 IO.07 9.24 9.50

U.S, To_al 9.51 9.90 9.54 8.33 8.61 8.30



TABLE 11,5

UNDEKISSUANCE ERROR RATES

F_80 FY81 FY82 FY83 FY84 FY85

Connecticut 1.70 3,16 3.14 2.79 1.90 1.78
Maine 2.05 2.61 1.89 2.34 1.57 1.39
Massachusetts 1.65 2.48 2.71 1.87 2.03 1.61
New Hampshire 1.90 2.66 ].82 1.93 1.94 1.88
New York 4.11 3.63 3.03 3.21 3,23 3.44
Rhode Island 2.93 2.17 2.48 2,56 2.01 1.47

Vermont 1.91 1.72 2.32 2.00 1.71 1.43

Delaware 2,22 2.76 2.07 1.87 2.35 1.76
District of Columbia 3.75 4,79 5.84 3,09 3,23 2.93

Maryland 2.45 Z.47 1.63 2.19 1.33 1.43
New Jersey 1.86 2.11 2.33 2,44 2.15 2.06

Pennsylvania 2.25 2.46 2,02 2.02 2.09 2.36
Puerto Rico 1.74 2.07 N/A N/A N/A .00

Virginia 1.85 2.02 2.39 2.14 2.30 2.46

Virgin Islands 2.bO 3,82 2,03 4.79 2.24 1.87
West Virginia 1.70 2.57 1,99 1.85 1.53 1.52

Alabama 1.89 1,97 1.82 1.96 2.98 2.06

Florida 2.43 2,30 2,69 3.10 2.48 1.87

Georgia 2.54 2,71 2.37 2.35 3.42 4.13
Kentucky 1.57 2.00 1.98 1.88 2.03 1.67
Mississippi 2.61 1.90 3.39 3.01 1.90 2.28
North Carolina 2.86 4.64 2.46 3.29 3.51 2.34
South Carolina 2.15 2.33 2.10 2.90 3.68 3.48

Tennessee 2.28 2.48 2.30 1.94 2.04 1.41

Illinois 3.55 2.96 2.03 2.41 2.9Z 2.42
Indiana 1.72 .89 2.33 2.06 1.74 1.52

Michigan 2,99 2.85 2.75 2.07 1.54 2.13
Minnesota 2,16 1.83 1.96 1.72 2.10 2.45

Ohio 1,34 1,75 1.56 1.38 1.98 1.Z4

Wisconsin 3.22 3.47 4.32 3.38 3.20 2.61

Arkansas 1.56 2.51 2.81 1.95 2.23 1.76

Louisiana 2.30 2,44 2.80 2.48 1.71 2.08

New Mexico 2.35 2.10 2.72 3.03 2.23 2.11
Oklahoma 2.31 2.76 3.61 3.40 3.45 4.21
Texas 1.75 2.14 2.24 2,40 1.67 1.97

Colorado ' 1.43 2.58 2.53 2.33 2.03 2.71

Iowa 1.99 1.46 1.66 1.97 1.54 1.42
Karmas 2.46 2.52 1.51 1.88 2.31 1.99

Missouri 2.12 2.07 2.41 2.28 1.98 1.43
Montarm 1.62 2.28 1.72 1.32 2.16 2.00
Nebraska 3.58 2.01 2.86 2.36 1.94 1.56

North Dakota 1.10 1.97 1,36 .73 .64 1.19
South Dakota 1.44 1.70 1.50 1.10 .94 .88

Utah 2.22 3.59 3.57 2.52 2.77 1.72

Wyoming 1.02 1.16 1.25 1,98 2,69 1.83

Alaska 2.64 1.90 2,73 2.46 2,98 2.59

Arizona 3.02 3.77 2.74 3.28 3.39 2.48
California 3.06 3.16 3.00 3.83 2.81 3.16
Guam .56 1.94 1.69 1.42 l.lb 1.11
Hawaii 1.89 2.33 1.86 1.24 1.08 1.25

Idaho 2.16 2.00 2,10 1.64 1.82 .99
Nevada 1.75 l.Ol .gu 1.O5 .16 .54

Oregon 1.84 1.82 2.73 2.56 1.93 1.97
Washington 1.30 1.53 1.70 1.60 2.65 2.28

U.S. Total 2.35 2.50 2.44 2,45 2.34 2.25



TABLE 11.6

STATUSOF _C LIABILITIES ASSESSED
FY 1981-1984

..... 10/8D"3/81 ......... 4/81-9/81 .......... 10/81-3/82 ....... 4/02-9/82 ......... FY 1983............ FY 1984......

Region/State Amount Status Amount Status Amount Status Amount Status Amount Stltua Amount Status

141R114EAST

Connecticut S1,171,675 Valved SI,338,545 Paid $110,816 P_ld S00,539 m lved S570,153 Paid
Hassachua®tts S469_709 Valved SI,Q65,272 _llved SI,368,893 In Court S2w796,743 Apl)dm/ed $2,321,093 Notified

NeY Hampshire S653,143 Imlved S283,165 Overturned S318,222 I_ived S455,810 Valved S70,125 Notified
Ney York S10,063,964 Notified

V!_rmont S705,015 Al)Peeled S2G0,169 Notified

HID-ATLANTIC
District of Columbia $225,543 Valved $2]5,825 Notified

14eryland S580,954 Valved S619,367 Valved
Ney Jersey $1,088_471 Notified

P®nnayl vanla SI,619,419 In Court S2,316,399 Appealed S7,819,005 Notified

Puerto Rico S20507,700 Ilalved

Virginia S1,304,695 Notified

Virgin Islal_ll $226,264 Appealed $259,762 Notified

SOUTHEAST

Alabama S9,221,622 Notified

Floc lcla Sl,647,478 Valved S3,801,g37 Overturned S181,223 Appealed S2,116,455 Notified

Georgia S42,221 lived S3,697,445 Notified
Kentucky $1,395w355 Notified

Hlaalsslppl $1,731,884 Notified

North Carolina S5,575,MI Valved S2,501,744 Valved S261,982 Notified
South Carolina S3,159,387 Notified

Tennessee Sl,887,380 Valved S209,00_ Mai ved

HIDVEST

Iii Inol s $2,844,492 Notified
Indiana $1,361,069 Notified

Minnesota S1,461,779 Notified

Vlsconsln S728,455 Valved $1,858,761 Valved S1,591,622 Notified

SOUllaVEST

Arkansas S1,i44,268 Notified

Louisiana S965,540 Appealed $5,283,459 Notified

Ney 14Bxlco $107,462 Ns lved S625_045 in C_)urt $449,395 Nalved S_3,423 Appealed S2,197,196 Notified

Oklaholl $231,271 Notified

Texas $83,044 _lved $8,212,334 Notified



TNBL£ 11,6 (cOnS°all

..... 10/80-3/81 ....... -4/81-9/81 ......... 10/81-]182 ....... 4/82-g/82 ........... FY 1985- .......... FY 1984......

Region/State Amount Status Amount Status Amount Status Amo4JItt Status AIBOUn? Status Amount Status

HOUNTAIN PLAINS

Colorado S230,0_0 Waived S821,180 Overturned S2.026,280 Overturn SI,399;115 lived SI,059,295 Flirt Moivod, $1,581,910 Notified

Purl' Appoo Iecl

Iowa S690, 194 Notified

Kansas S542,690 MoI vod S107,695 Not I t led

Hontane S329,294 ¥elved S207,489 ¥olved Sl0t,927 Not I f led

Nobralko S198,907 Wolved S}01,193 NOtl fled

Utah S§76,696 Overturned SI,453,012 Part Ualved, S1,306,988 Notified

Pi,ct AppemIed

Wyoming 147,274 Waived S33,420 Part Woived, S94,377 Notified
Port Paid

IIESTEI_

Al make $1,207,420 Molved S2,148,102 In Coert S310, 108 MOI ved S404,420 Waived

Arizona S2,437,415 Valved S2_6,206 In Caurlr SI, 199,017 Notl t led

Cai I forala S4,263,749 Notified

Guam S40,185 Va I ved

Oregon S668,221 In Court S_41,284 Part Molved, S44},820 Notified

Port AppemIod

WashingtOn S705,919 Applied S1,_09,980 Notified

TOTAL ASSESSED SI6,926,031 SI2,256,197 S8,035, I I0 S6,595,840 SI 1,917,490 S80,475,758

TOTAL STILL PENDINGa SO S2,_84,]1Qe $2,910,685 Sl,36_,895 SI0,490,641 S80,475,7_

aAmount pending excludes liabilities valved or ovarturnecl. For FY 1983, four states hid liabilities partially uelved: Colorado (S_,850), Utah (0726,506), Wyoming (Sl8,567), and

Ilash Ington (037,920).



TABLE 11,7

HISTORY OF INCENTIVE REIHBIJRSEHENT!i

...... 10/80 - 3/81 ............ 4/81 - 9/81 ............ 10/81 - 3/82 .......... 4/82 - 9/82 .............. Ih 198] ............. I_ 1984 .......

Region/StaTe Amount I_lmbf I_ltl Amount I_lmb I _ltl /tdlOUnt bllbf .Rate Amount Rlimb, t Rate Amount I._.Imbt I_tt Amount Relmbt Rate

NORl14EAST

Rhode Isl and S84,098 5._ S82,19} 55]1

#IDOLE ATLANTIC

Delaware S60,796 55_

Nary I and $634,5_4 _,._
Puerto Rico SI,35_,846 55_

SOUTHEAST

Alabama SI.407.955 60_ $1,278,255 60_ SI ._i26,875 60_

GeGl'gle $750,917 55S

NtDOLE #EST

I ( I Inoll $69B.267 55J
I nd Iaha $8)6,878 60_

#1nnesota S_05,187 5511i

MOUNTAINPLAINS

Hontan8 S57,494 5_1_ Sa7,645 552i

Nebraska S76,395 _

Nor?h Dakota S58.228 60J $69,890 6_ S76,_46 60_

So. th Dakotm SIJ3,5_5 6OJ S345,725 60S

Wyomlng S2_t,79_ 5_ S27,187 55_

IdEST_

Cai I tornle S2,143,Q02 552i

Guam S32,262 601
XavalI $204,477 6OJI

Nevadl SI73,994 60_ S_iO9,_40 651 $_16,885 65_1_ $34J.035 65li S.585,252 60_ S_98,876 6011

Oregon S256,157 5._

TOTAL $1.406.436 S5,288,070 S_,841,988 S2,700,319 S_8]_,252 $744,601



year. Beginning with the results for Fiscal Year 1986, the
federal official error rates must be announced within 9 months

after the end of the review year. Figure II.1 summarizes the

process described in this chapter and the deadlines that apply
to each phase of the process.

41



FIGURE II. 1

TIHING OF QC CYCLE EVENTS

................. FY 1 ............................... FY 2 ............................... FY 3 ................

I 0 N D J F M A M J J AS[O N D J F M A M J J A SIS N D J P M A N J J A Si

SAHPLE SELECTION End of review year

STATE REVIEt,/S W Results must be reported to Pas
within 95 days of end of review year

FEDERAL RE-REVIEW Reviews must be completed within
60 days of case receipt from State

REGIONAL OFFICE
REPORT CASE FINDINGS Results gust be reported to State
TO STATE within 7 days of review completion

ARBITRATION ON Requests may be submitted
CASE FINDINGS as case findings are

received

Regional Arbitration Hunt be completed within 30 days
of request or State notified

........ National Office Arbitration ...................... (Ac any time)

DETERHINATION OF W FNS mmet notify states of liabilities,
OFFICIAL ERROR RATE by June 308
AND LIABILITY NOTIFICATIONS

REQUESTS FOR GOOD-CAUSE Requests smsa be made within 30 days of
WAIVERS OF LIABILITY' _l-_oility notification

..................... J PNS Response to Waiver
Requests

Billing 30 days
LIABILITY BILLINGS b from notification ............................. J Billings shortly after

if no waiver request FNS response to waiver
request

APPEALS b ....... -Nuet be filed lO---J

days from billing

..... Supporting matertal---J
due 30 days later

---Hearings must be .......... J
held within next 60 days

---Declmions due in ........ d

30 days

aBeginning with FY 1986 error rates and liabilities.

bResolution of waiver requests may be a lengthy process, es the potential duration of FNS responses, billings, and appeals is shown as
an open-ended period (---J).



III. TECHNICAL ISSUES: DATA QUALITY AND ALTERNATIVE
ERROR DEFINITIONS

An important purpose of the quality control system is to
provide a reliable, understandable measure of food stamp

certification accuracy that can serve as a basis for federal

efforts to hold State agencies accountable for their perfor-

mance. This chapter of the report to Congress evaluates the

food stamp QC system in terms of four technical and operational

issues that affect the performance measurement capability of

the system:

*************************************************************

MAJOR TECHNICAL AND OPERATIONAL ISSUES

Issue A: Does the statistical design of the QC system
ensure that results are unbiased and reasonably

precise?

Issue B: Is the QC process operated accurately, reliably,

and consistently?

Issue C: Does the definition of QC errors (i.e., what is

counted as an error) form an appropriate basis

for measuring performance?

Issue D: Should State QC error rates be adjusted in some

manner to reflect differences in the operating
environments of the States?

Chapter III thus focuses on largely technical questions about
the ability of the system to maintain data quality, and its

current operational approach to defining and measuring errors.

These issues are classified as technical because they focus on

operational methods and procedures, ttowever, the distinction

between purely technical and broader policy issues is not

always clear-cut; for instance, some of the issues in this

chapter involve both questions about the broad purpose and

policy direction of the QC system and more technical issues
about its procedural components. The policy questions that
arise in connection with these issues are included in the

discussion in this chapter. Chapter IV will deal with policy

questions that pertain specifically to the methods used to
establish an error-rate standard or threshold, and the

approaches taken to determine the financial liabilities of
States that fail to meet established standards.
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This chapter examines each of the four major issues listed

earlier. Each section begins with a list of more specific

questions and a summary of the key findings. Each section
then describes the analysis performed to address the specific

questions, discusses the possible alternatives to current QC
policy, and provides a final summary of the conclusions
reached in each area.

A. THE STATISTICAL DESIGN OF THE QC SYSTEM

As described in Chapter II, official QC error rates are
derived from an examination of a sample of food stamp house-

holds in each review period. The procedures for drawing

quality control samples are methodological applications of

standard and widely accepted sampling techniques. Sample
surveys of this sort have considerable advantages over

complete censuses of the population, in terms of their lower

costs, greater speed, greater scope, and greater accuracy.

However, the results of sample surveys are always subject to

some uncertainty because only part of the population is
examined.

I_hether or not a sample will yield results which are

sufficiently representative of the entire population depends

primarily on whether the errors introduced by the sampling

process are small enough for the task at hand. For the task
of withholding federal funds from States that exhibit exces-

sive levels of erroneous payments, the sampling and estimation

process must be both unbiased and sufficiently precise.

Bias is a measure of the validity of an estimator.24__/ An
estimator is unbiased if the average value of the sample-based

estimates, taken over all possible samples, is equal to the

underlying population value. In other words, if estimates of

State error rates are unbiased, their average over repeated

samples will be very close to the true error rate.25__/ A plot

24/The term estimator denotes the rule by which an

estimate of some population characteristic is calculated
from sample results. The term estimate refers to the value

obtained for a particular sample.

25/In the context of food stamp quality control, the
"true" error rate is the rate that would be found if State
reviews and then federal re-reviews were conducted for tile

entire caseload.



of the distribution of estimates from repeated samples would
be centered over the true value. An unbiased estimator is

important to ensure that the QC process does not systemati-

cally overstate or understate the true error rate.

The sample estimates must also be reasonably precise.
Estimates that vary substantially across repeated samples are

less precise than estimates that exhibit little variation.

The precision of an estimate is commonly stated in terms of

its estimated sampling variance, or, equivalently, its
estimated standard error. The smaller the standard error of

an estimate, the greater its precision. Reasonably precise
estimates are important to ensure that the risks of misallo-

caring the financial costs of certification errors between the

State and federal governments are acceptably low. 26/

Statistical sampling theory provides useful guidelines on how

the precision of estimates derived from random samples can be
interpreted. If the sample size is known, and the estimated
error rates follow what is called a "normal distribution"--

that is, the familiar bell-shaped curve found in most intro-

ductory statistical texts--a single sample can provide a

measure of the percentage of sample-based estimates that will

fall within specified margins. This is commonly expressed as

a "confidence interval"--a range around the sample estimate

within which the true error rate falls within the computed

interval for a specified proportion of all possible samples of

the same size. That proportion is the "nominal" probability

associated with the confidence interval. For example, for a
particular State with a given sample size, an estimated error
rate of 6.5 percent, and an estimated standard error of 1

percentage point, close to a 90 percent probability exists
that the confidence interval from 4.9 to 8.1 percent includes

the true error rate. In general, the width of a confidence

26/The question of how precise is "precise enough"
is addressed in Chapter IV.
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interval can be reduced--and the precision of the estimates

increased--by increasing the sample size. 27/

The key assumption in this discussion is that the estimated
error rates do in fact follow the normal distribution (or

bell-shaped curve). This assumption is a particular concern,
since the underlying event of interest--a food stamp payment

error--is a relatively infrequent occurrence. Over three-

quarters of all food stamp cases are paid correctly. Of those

with payment errors, some have relatively small errors, and

some have quite large errors. Thus, the underlying distribu-

tion of errors for individual cases is highly skewed.

However, the samples in many surveys are often large enough

that estimates made from them are approximately normally
distributed even if the underlying distribution is not. If

this holds true for the samples that are currently selected in

the food stamp QC system, then a plot of estimates from
repeated samples should follow the bell-shape of the normal
distribution.

The degree to which the QC system is able to provide a sound

basis for accountability thus depends on the answers to two

specific questions about its statistical design:

Question Al: Does the present sampling and analysis design

provide unbiased estimates of State error rates?

Finding: The technical design of the QC system is
basically sound. Extensive empirical tests

demonstrate that the estimates of overpayment-

error rates are essentially unbiased estimates

27/The degree of sampling error could be reduced
most directly by increasing the size of the annual federal

and State samples. Other factors may also affect the

standard error. Stratifying the caseload (drawing separate

samples from categories of households) can in some cases

have the effect of increasing the precision of the overall
error-rate estimate (narrowing the confidence interval).

However, to improve sampling precision for overall rates,

stratification must entail dividing the caseload into

groups, at least some of which are more homogenous (that is,
have lower variance) in terms of the variable in question--

the dollar amount of error--and using appropriate sampling
fractions in each stratum.



of the true error rate. Moreover, the point

estimate is a better measure of the true, but

unknown, error rate than is the lower bound of a
confidence interval. The lower bound

systematically understates the true error rate.

The confidence intervals around the sample point
estimates are reasonable measures of

precision. The probability that the true error

rate is below the computed confidence interval

is somewhat lower than the nominal probability,

while the probability that the true error rate
is above the confidence interval is somewhat

greater than the nominal probability. This

modest asymmetry, however, has no effec t on the

unbiasedness of the point estimate and, with
minor modification of current calculation

methods, could be reduced to enhance the

coverage of the nominal confidence interval.

Question A2: How precise are the estimates of overpayment
error rates?

Finding: The estimated error rates vary from year to year
within a State. Standard errors of the esti-

mated overpayment-error rates range from a low

of .004 to a high of .032, with an average of
about .Of in 1985. Major improvement in

precision would require much larger sample
sizes.

States often stratify their samples by dividing
their caseloads into segments and sampling from

each segment. In some cases, samples are

stratified to guarantee minimum numbers of

particular types of households of interest, or

simply to adjust the number of cases selected

over the course of a year. In some instances,

the manner in which States stratify their QC
samples reduces rather than increases preci-

sion. Selecting strata more effectively and

adhering to proportionate sampling (with some

allowable exceptions) would improve precision.
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What constitutes an "acceptable" level of

sampling error depends on the cost of expanding

the samples, how the estimates are used, and

their consequences. The adequacy of current

sample sizes and the associated precision of the

error-rate estimates are policy questions
discussed more fully in Chapter IV.

Are Estimates of FNS uses a two-tier, or double, sampling scheme and a

QC Error Rates regression estimator to derive QC error rates. The point
Unbiased? estimates derived from this procedure are estimates of the

error rates that would be found if State reviews, followed by

federal re-reviews, were conducted each month for every food

stamp household in a State's caseload. If this approach

yields more than trivially biased results, with point

estimates of error rates systematically understating or over-
stating true error rates, it would be difficult to defend the

estimates from a statistical standpoint as a basis for measur-
ing performance and assessing liabilities for excess error
rates.

Statistical theory says that, if the samples are large enough,
these estimates will be essentially unbiased--regardless of

the underlying distribution of errors for individual cases.

However, theory does not specify how large a sample must be to

be considered "large enough" to ensure unbiased or minimally

biased estimates in the absence of assumptions about normal
error distribution.

Thus, as part of the process of preparing this report, a study

was carried out to test the accuracy and precision of the

regression estimator by examining error-rate estimates based

on samples from populations for which the true error rates
were known. 28/ Two test populations of food stamp cases were
constructed to serve as simulated "State caseloads." Each

test population included review cases drawn from the 1985 QC

samples of four States. The test populations simulated two
States that differed from each other in terms of caseload

size, average benefit amount, and error rate, but which, taken

together, were approximately representative of a broad range

28/See Morris H. Hansen and Benjamin J. Tepping, "A
Statistical Evaluation of Food Stamp Quality Control,"
Westat, Inc. (forthcoming). The regression estimator is

described in Chapter II.
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of States. Repeated samples were drawn from the test popula-
tions, with each sample case replaced after it was drawn, thus
greatly increasing the effective size of the test popula-
tions. 29/

The study procedures consisted of drawing repeated samples
from each test population to simulate State review samples,
and then drawing a "federal sample" of the appropriate size
from each such "State sample." The existing State review and
federal re-review findings for each case in these samples were
then used to compute error rates and statistics that described
their relationship to the true error rates known for each test
population. A total of 1,000 State samples and associated
federal subsamples were drawn from each test population for
each of four combinations of State and federal sample sizes.
These four combinations approximate those actually used in the
State and federal reviews. 30/ This study in a sense simulates

the equivalent of 1,000 years of drawing OC samples and esti-

mating error rates for each test population and each sample
size.

The major ftndin_ of these tests is that estimates of

overpayment-error rates derived from the re_ression estimator

are essentiall_ unbiased. Table III.1 shows that the average
of 1,000 independent samples, drawn separately for each of

four illustrative sample sizes from each test population, are

nearly equal to the known error rate for the population. The

differences are explainable as sampling variations. Figure
III.1 shows the distribution of these estimates for each of

the sample size combinations from each test population. In
both cases, the distribution of error rate estimates approxi-

mates very closely the desired bell-shaped curve of the normal
distribution and is centered over a point very close to the

true error rate. In other words, samples of the size used in

the QC process, when drawn repeatedly, do in fact yield a
distribution of error-rate estimates whose mean is equal to or

very close to the value of the error rate that would be

obtained if the entire caseload were reviewed. Thus, for

sample sizes now in use, the error-rate estimates are essen-

tially unbiased despite the skewed distribution of error

amounts in the populations from which the samples are drawn.

29/The same effect could have been achieved, at

greater cost, by increasing the number of cases in the test

populations sufficiently to make them approximately equal in
size to the various State caseloads.

30/The State and federal sample sizes used were

500/200, 800/300, 1,200/400, and 2,400/400.
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TABLE III.1

COMPARISON OF ESTIMATED ERROR RATE WITH

TRUE VALUES FOR TWO TEST POPULATIONS

Sample Size

(State/federal) Population A Population B

TrueValue .0722 .0825

(Full test population)

Point estimate:

2,400/400 .0723 .0822
1,200/400 .0723 .0826
800/300 .0718 .0827

500/200 .0714 .0822

Lower bound (90%)

2,400/400 .0620 .0720
1,200/400 .0593 .0697
800/300 .0563 .0673

500/200 .0520 .0631



FIGURE III.1

ESTIMATES OF OVERPAYMENT ERROR RATES FOR
TWO TEST POPULATIONS

Test population A' "true" error rate = 7.22
4OO

Sample Size

300 -mi- 500/200
800/300

·.m- 1,200/400
2,400/4_0

200

lO0

0
2 4 6 8 10 12 14

Percent

Test population B: "true" error rate : 8.25
4OO

Sample Size

300 _- 500/200
-e- 800/300

1,200/400
2,400/400

200

lOO

0
2 4 6 8 10 12 14

Percent



Table III. 1 also shows the average of 1,000 calculations of

the lower bound of a 90 percent confidence interval for each

sample size and test population. In every case, the average

lower bound is substantially less than the known error rate.

Thus,the lower confidence bound systematically understates the
true error rate.

In addition, these tests indicate that the confidence

intervals as currently computed a_proximate reasonably closely
the confidence intervals that would be found if error amounts

exhibited a normal distribution. Table III.2 shows the per-
centage of times that the true error rate for the population
was below, within, or above the computed confidence interval

in the 1,000 samples from each test population. As can be
seen in the table, the lower bound of the 95 percent (two-
tailed) confidence interval fell above the true error rate

less than, but reasonably close to, the expected 2.5 percent

of the time. The upper bound fell below the true error rate
somewhat more than the expected 2.5 percent of the time. A

similar pattern holds true for 90 percent confidence inter-
vals, for which the expected value in each tail is 5 percent.

This moderate asymmetry of the true confidence intervals stems
from the extreme skewness in the distribution of errors and

error amounts in the population. It does not affect the

validit_ of the point estimate as an unbiased measure, but it
does imply that true error rates are somewhat more likely to
fall above the upper bound of the nominal confidence interval

than below its lower bound. 31/ Statistical procedures that
would generate confidence intervals that match nominal expec-

tations even more closely could be explored.32/

It should also be noted that the design of the regression

estimator yields unbiased estimates of the true error rate

regardless of how closely State review findings match the

federal re-review findings. The results from State reviews,
as described in Chapter II, are used to improve the precision

of the error rate estimated with the regression estimator; the

higher the correlation between State and federal findings, the

31/This, in turn, means that liability decisions
based on the lower bound of the confidence interval rather

than the point estimate would tend to "favor" States

slightly more than implied by the nominal confidence levels.

32/Such procedures involve drawing many overlapping
"replicate" samples from each sample, and estimating error

rates for each replicate.
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TABLE III.2

CONFIDENCE INTERVAL COVERAGE FOR ERROR RATE ESTIMATES

FROM TWO TEST POPULATIONS

95% Confidence Interval a 90% Confidence Interval a

Sample Size Population Population Population Population

(State/federal) Coverage A B A B

500/200
Below 2.1% 2.3% 4.4% 4.5%
Within 94.6% 94.7% 90.0% 89.9%

Above 3.3% 3.0% 5.6% 5.6%

800/300
Below 2.5% 2.1% 5.1% 4.4%
Within 94.8% 94.3% 89.5% 89.8%

Above 2.7% 3.6% 5.4% 5.8%

1,200/400
Below 2.3% 1.6% 5.0% 4.6%

Within 95.1% 95.8% 89.3% 90.1%

Above 2.6% 2.6% 5.7% 5.3%

2,400/400
Below 2.6% 1.9% 4.5% 3.7%
Within 94.0% 93.3% 90.2% 88.9%

Above 3.4% 4.8% 5.3% 7.4%

aconfidence intervals are two-tailed.



more precise the final error rate will be (i.e., the narrower
the confidence interval around the point estimate). Differ-

ences between State and federal findings do not, however,

introduce any bias into the final error-rate estimate. The

unbiased nature of error-rate estimates does not depend on

whether a particular case error is found by federal or State
reviewers, or both.

The results clearly indicate that the regression estimator

method is unbiased, in the sense that the average of error-

rate estimates from repeated samples will be very close to the

true error rate. However, error-rate estimates are based each

year on a single sample, not on the average of many samples as

simulated in the analysis reported herein. Thus, the remain-
ing question is whether sample point estimates of the overpay-

ment-error rate are sufficiently precise to serve as the basis

for establishing liabilities. This question is considered in

the following section.

CONCLUSIONS

o Current statistical methods yield unbiased estimates of the

overpayment-error rate. The expected value, or long-run

average, of error-rate estimates is extremely close to true

error rates. The distribution of errors in the case popu-

lation does not bias the point estimate of overpayment-
error rates.

o Confidence intervals as currently computed are reasonable

approximations of the intervals that would be found if the
distribution of the error amount were normal.

o The point estimate reflects the best available measure of a

State's performance. A lower confidence bound

systematically understates the true error rate (i.e., the
error rate that would be found if State reviews and then

federal re-reviews were conducted for the entire caseload).

Are Error-Rate Basing estimates of such important variables as the QC error

Estimates rate on samples represents a decision to avoid the much higher

Reasonably cost that would be associated with analyzing every case in the
Precise? caseload, and to accept the "cost" associated with some degree

of sampling error. It is important to understand, however,

the extent to which sampling error can yield estimates that
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are substantially above or below the true error rate. As

noted earlier, the precision of an estimate is commonly stated
in terms of its standard error, or, alternatively, as a
confidence interval. This section discusses the size of the

standard errors associated with current QC sampling and

estimation procedures.

Table III.3 shows the State and federal sample sizes, the
official estimates of the QC error rates and their estimated

standard errors, and the 90 percent (two-tailed) confidence

intervals computed for each State in 1985. The 90 percent
two-tailed confidence interval implies that the true error

rate will be above the lower bound 95 percent of the time.

The standard errors range from a iow of .004 to a high of

.032, with an average of about .01. The table shows that the

point estimates for 48 states were above the 5 percent target
in 1985; for 6 of these 48 States, the confidence interval

extended below the 5 percent threshold. The point estimates

for 5 States were below the target; for 2 of these States, the

upper bound of the confidence interval was above 5 percent.

Because the estimated error rates are based on sample results,
some chance exists that the observed rate will be above the

target even if the true error rate is below. Conversely, some
chance also exists that the observed rate will be below the

target even if the true rate is above. The approximate

probability that a State whose true error rate is less than 5

percent will have an estimated error rate above 5 percent is

illustrated by the following (assuming a standard error of one
percent):

Chance of Estimate Being

True Error Rate above the 5% Target

5% 5O%
4% 32%

3% 2%

2% 0.1%

The approximate probability that the estimated rate is below 5
percent given a true error rate above the target is illustrated

by the following (again assuming a standard error of one
percent):
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TABLE 111.3

FY 1985 QC SAMPLES, PAYMENT ERROR RATES, AND

CONFIDENCE INTERVALS

State Federal Official Error Rate Standard Confidence Interval (90%) a

State Sample Size Sample Size (Point Estimate) Error Lower Bound Upper Bound

Alabama 2,364 400 .1350 .0095 .1194 .1506
Alaska 321 165 .1353 .0318 .0830 .1876

Arizona 2,435 400 .0938 .0074 .0816 .1060

Arkansas 1,318 430 .0788 .0110 .0607 .0969

California 2,300 413 .0708 .0073 .0588 °0828

Colorado 1,342 421 .0848 .0095 .0692 .1004

Connecticut 1,128 375 .0704 .0083 .0567 .0841

Delaware 375 178 .0717 .0135 .0495 .0939

Dist. of Col. 615 247 .0981 .0112 .0797 .!165

Florida 2,439 400 .0671 .0071 .0554 .0788

Georgia 1,214 400 .1291 .0112 .1107 .1475
Guam 301 165 .0533 .0137 .0308 .0758

Hawaii 825 306 .0435 .0081 .0302 .0568

Idaho 942 290 .0516 .0135 .0294 .0738

Illinois 2,136 400 .0816 .0069 .0702 .0930

indiana 1,314 423 o1090 .0081 .0957 .1223

Iowa 1,120 408 .0841 .0086 .0700 .0982

Kansas 1,026 361 .0816 .0125 .0610 .1022

Kentucky i,595 400 .0600 .0051 .0516 .0084

Louisiana 1,230 406 .0976 .0092 .0825 .1127

Maine 1,060 353 .0791 .0093 .0638 ,0944

Maryland 1,194 403 .0737 °0043 .0666 .0808

Massachusetts 1,207 415 .0971 .0102 .0_03 .1139

Michigan 1,734 402 °0735 .0078 .0607 .0863

Minnesota 1,218 404 .0951 .0144 .0714 .1188

Mississippi 1,259 400 .0798 .0098 .0637 .0959

Missouri 2,413 400 .0523 .0042 .0454 .0592

Montana 780 284 .0744 °0064 .0639 .0849

Nebraska 1,301 401 .0904 .0097 .0744 .1064
Nevada 541 222 °0248 .0045 o0174 .0322



TABLE I I I .3 (cent Inued)

a
State Federal Official Error Rate Standard Confidence Interval (90_)

State Sample Size Sample Size (Point Estimate) Error Lower Bound Upper Bound

New Hampshire 448 203 .0442 .0089 ,0296 .05_8

New Jersey 2,307 428 .0850 °0062 .0748 .0952

New Mexico 1,503 427 .0883 .0062 .0781 .0985

New York 1,251 401 .0711 .0082 .0576 .084b

North Carolina 1,256 402 .0649 .0089 .0503 .0795

North Dakota 384 190 .0353 .0080 .0221 .0485

Ohio 2,390 403 .0743 °0057 .0649 .0837

Oklahoma 1,335 427 .1058 .0129 .0846 .1270

Oregon 3,203 439 .0941 o0122 ,0740 oil42

Pennsylvania 1,160 396 °0956 °0119 .0740 .1152

Rhode Island 1,106 399 .0800 .0085 .0660 .0940

South Carolina 1,730 400 .1210 .0090 .1062 .1358

South Dakota .582 2_1 .0315 .0074 .0195 .0457

Tennessee 1,255 400 .0639 .0068 .0527 .0751

Texas 1,261 420 .1038 °0101 .0872 .1204

Utah 575 227 .0726 .0118 .0552 .0920

Vermont 607 240 .0806 .0125 .0600 .1012

Virgin Islands 302 165 .0975 .0105 .0800 .1146

Virginia 1_210 415 .0667 .0059 .0570 .0764

Washington 2,497 425 .0950 ,0073 .0_50 o1070

West Virginia 1,388 405 .0507 .0051 .0423 .0591

Wisconsin 2,898 407 .0800 .0085 .0663 °0937

Wyoming 326 165 .0678 .0146 .0438 .0918

Total 70wl15 18,688 .0830

aTwo-tailed 90% confidence interval; approximately 95_ of the time, the lower confidence bound will be below the
true error rate.



Chance of Estimate Being

True Error Rate below the 5% Target

5% 50%

6% 32%
7% 2%

8% 0.1%

As long as quality control reviews are performed for samples

of a State's food stamp caseload rather than for all cases,

some degree of sampling error is inevitable. Given the two-
stage review process and the regression estimator, the degree

of sampling error could be reduced most directly by increasing

the size of the annual federal and, also, the State samples

when the federal sample is a large fraction of the State

samples. 33/ An alternative way to increase the effective

sample size is to accumulate sample results and liability

calculations over a longer period of time.

Larger samples are obviously more expensive. While precise

figures are not available, FNS estimates that the current

federal re-review process costs about $200 per review. Thus,
doubling the federal sample size (from 400 cases per year in

the larger States to 800) would cost about $4 million per

year. Similarly, each State review costs about $475. If all
States were required to review at least 2,400 cases (the

current maximum in the larger States), the additional State
and federal costs would be over $25 million.

Given any particular sample size, however, the precision of

error-rate estimates can also be affected by the use of sample

stratification. Stratifying a sample entails dividing the

annual food stamp caseload into strata, or segments, and

sampling separately from each stratum. States may choose to
stratify their samples for several reasons: to maximize the

overlap between AFDC and food stamp QC samples, to achieve the

33/The standard error of the regression estimate can

also be reduced less directly by increasing the correlation
between federal and State review findings for cases in the

federal sample. However, because there are no clear-cut

ways to do so, this approach is not discussed.
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desired representation of various geographic regions within a

State, or to account for changes in the sampling rate.34/

In preparing this report, FNS reviewed State stratification

methods currently in use to evaluate the general effect of

stratification on the precision of error-rate estimates.35/

The analysis focused on the extent to which the sample strati-
fication now in use affects the variances (i.e., the precision)

of the estimated error rates, given the overall sample size
constraint. The study was carried out using State QC data for
Fiscal Years 1983-85 for States that selected stratified

samples, and in which sampling rates varied across strata

(i.e., in which the State did not follow strictly proportionate

sampling). Based on the 64 samples from these States for

these three years, the variance of the error-rate estimates

was computed using the stratified samples as actually drawn

and the regression estimator as now used. The variance was

then compared with variances that would result from using

several alternative methods for stratifying the sample and

calculating error rates from the stratified samples.36/

The primary conclusion of this analysis is that moderate

losses in precision (i.e., larger standard errors) result from

using stratification with variable--as opposed to proportion-
ing--sampling fractions.

34/Some States adjust the sampling fraction in later

months of the year as actual caseloads depart from

projections, to ensure a total annual sample of the desired

size. These States adjust sampling fractions to avoid

drawing a review sample larger or smaller than is required

to achieve the target sample of completed reviews; if the
sampling ratio were left constant, the State might have to

spend more staff time on reviews to complete the larger
sample, or accept an upward adjustment in its error rate if

the number of reviews falls short of the required minimum.

35/Based on its audit of the 1984 QC process, the

U.S. General Accounting Office found that in one State the

small size of some sample strata affected the statistical

validity of the State's error-rate estimate. GAO recom-
mended that FNS set a minimum standard for stratum size to

prevent such problems. The analysis undertaken by FNS
considered this GAO recommendation (see footnote 37).

36/Again see Hansen and Tepping, "A Statistical
Evaluation of Food Stamp Quality Control."
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For 14 of the 64 stratified samples studied, stratification

led to a larger variance of the error-rate estimate than would

occur with a simple random sample of the same size. Better

precision can be achieved by proportionate or approximately

proportionate sampling from strata. As a general rule,

adhering to proportionate sampling at a uniform rate across
months is also preferable. Assuming that caseload projections

are reasonably accurate, so that the resulting samples do not

differ sharply from the target sample size, proportionate

sampling will yield better precision per unit of cost even if

the number of completed reviews falls slightly short of or

above the minimum required sample. If States must reduce

sampling fractions late in the year because of budget

constraints, however, modest changes in the sampling rate late
in the year can be allowed without seriously increasing the
variance of the error-rate estimates.37/

Taking sampling error into account is important because of the

uncertainty it injects into the decision to hold States liable
for excessive error rates. Even though the point estimate is

unbiased, there is some risk that the liability assessed in

any given year would be substantially higher or lower than the

liability that would be assessed if the true error rate were
known.

What constitutes an "acceptable" level of sampling error,

however, depends on the cost of expanding samples to obtain
more precise estimates, how the estimated error rates are

used, and their consequences--in this case, how error rates

are compared with performance standards, and how the costs of

errors (which are now borne primarily by the federal

government) are shared with States when there is "excess"

error. In the end, therefore, the adequacy of the current

sample size and the associated precision of error-rate

estimates is a policy question rather than a technical one.

The implications of these findings for the current liability

process are discussed more fully in Chapter IV.

37/The implication of this analysis is that setting

a minimum sample size for all strata, as recommended by the
GAO, should be avoided, because it most likely implies a

departure from proportionate sampling.
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CONCLUSIONS

o Although the error-rate estimates are unbiased, estimated

error rates will vary from sample to sample within a State
simply because of sampling errors. Using the point

estimate will sometimes yield an estimate that is too high

or too Iow for a State in any single review period. Under

current procedures, however, these risks are shared by

State and federal governments.

o The acceptable amount of sampling error in estimates of
error rates used for liability decisions is essentially a

policy decision. The primary way to reduce sampling error
is to increase the sample sizes. Thus, a tradeoff exists

between desirable improvements in precision and the cost of

increasing sample sizes.

o Current procedures for estimating error rates from

stratified samples are basically sound. However, some

improvement in the precision of error-rate estimates per

unit of cost could be achieved by adhering to proportionate

or nearly proportionate sampling from sample strata, even

if adhering to proportionate sampling leads to modest
reductions in the number of sample cases.
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B. ACCURACY AND RELIABILITY OF REVIEW OPERATIONS

The results described in Section A indicate that the technical

design of the QC system is basically sound and can be expected

to yield unbiased estimates of overpayment-error rates, with a
degree of precision that can be influenced by tradeoffs between

desired precision and the costs of reviews. Even with a tech-

nically sound design, however, the integrity of QC results
depends on the accuracy and reliability with which the design

is implemented in State reviews, federal re-reviews, and error-
rate calculations. Thus, a second important component of this

assessment of the QC system focuses on how the system is

operated. Four specific questions are examined:

Question Bi: Is QC policy properly and accurately followed in
State and federal reviews of active cases and

error rate calculations?

Finding: Repeated audits by the General Accounting Office
and the USDA Office of Inspector General confirm
a generally high level of conformance to federal

requirements and standard practice in the appli-

cation of QC procedures by State and federal
reviews. FNS has centralized the calculations

of the regression estimates to ensure that

statistical methods are applied consistently for
all States.

Question B2: Are adequate controls and incentives in place to
ensure that reviews of sampled cases are

completed?

Finding: FNS has made several modifications to QC
procedures in order to prevent the unwarranted

incompletion of reviews, and several further

changes are being considered.

Error-rate adjustments based on the rate of

incomplete reviews have a small marginal effect

on final error rates and, in general, are a

reasonable method for strengthening incentives

for completing reviews. These adjustments, how-

ever, produce a marginally greater penalty for

States with small samples and low overpayment
rates.
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The current method for adjusting error rates
based on incomplete reviews creates a strong

incentive for some States to adjust sampling

fractions late in the year, a form of dispro-

portionate sampling. As described in Section A,

this practice can reduce the precision of error-
rate estimates.

Question B3: Do differences in State QC approaches or review
costs--the "level of effort" devoted to QC--

create any systematic differences in the error-
rate results?

Finding: An analysis of State QC expenditures and re-
ported error rates shows no significant cor-

relation, and thus no evidence that some States

have higher error rates because of more careful

review procedures, tloreover, the two-stage

review process is designed to compensate for

potential differences across States. One

important role of the federal subsample is to

help ensure that the food stamp QC system is

administered with reasonable uniformity and

comparability.

Question B4: In what way does the current two-stage process
of State and federal reviews affect the overall

operational accuracy and cost-effectiveness of

the QC system?

Finding: As reported in Section A, current statistical
methods for using findings from both State and

federal reviews yield unbiased estimates and

increase the precision of error-rate estimates

by drawing on data from both samples, relative

to using only the results of the federal

sample. The two-stage process strengthens the
statistical soundness of error-rate results.

Some questions remain, however, about whether a
two-stage review process leads to higher overall

costs than would be incurred in a single-stage

review. A current FNS demonstration is testing

the feasibility and cost of a single-tier

federal review process, evaluating the differ-
ence in review findings, and testing a standard

review protocol. This demonstration will yield
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further information that may be used to improve

the effectiveness of the QC process.

Are Reviews Under- The quality of the performance measurement data generated

taken Accurately by the QC system rests first of all on the ability of State
and in Accordance and federal QC units to draw samples according to established

with Policy? procedures and to conduct case reviews accurately--that is,
their ability to distinguish between correct and erroneous

cases. This issue could not be assessed independently during

the course of the current study because of its limited time-

frame. Instead, FNS relied on an indirect test to address the
question--namely, whether previous independent reviews and

audits showed any evidence that major problems exist. The

accuracy of QC operations has been examined extensively in

audits over the past several years by two independent review

bodies: the U.S. General Accounting Office (GAO) and the
Office of the Inspector General of the U.S. Department of

Agriculture.38/ The overall results of these audits support
the conclusion that sample selection and case reviews generally

conform with federal requirements and standard practice.
Hinor problems found in these audits have not had any substan-
tial effects on either error rates or State liabilities.

Two issues raised in GAO audits with respect to the

inconsistent use of statistical procedures across States have

been addressed by FNS. FNS now carries out all of the regres-

sion estimate calculations centrally for all States, at its
Washington Computer Center, using a standard computer program,

thus guarding against mathematical errors or inconsistencies
across regions. FNS has also standardized procedures for

weighting results across sample strata for States that use
stratified samples; all weighting is now based on caseload
size in each stratum.

38/See U.S. General Accounting Office, "Food Stamp
Program: Refinements Needed to Improve Accuracy of Quality

Control Error Rates," September 1986; GAO, "Food Stamp

Program: Statistical Validity of Agriculture's Payment

Error-Rate Estimates"; and Office of Inspector General, U.S.

Department of Agriculture, "Nationwide Audit of the Quality
Control Error Rate Reduction System," October 1986.



CONCLUSIONS

o The implementation of QC sample selection and

case review procedures appears to conform with
federal requirements and standard practice,

based on audits by the GAO and Inspector
General.

Are APpropriate Failure to complete reviews of cases selected in QC samples
Rules in Place can, if it occurs frequently, undermine the accuracy of error-

to Minimize rate estimates. If the likelihood of error differs system-

Inq0mplete atically between cases for which reviews are and are not
Reviews? completed, a high rate of incomplete reviews could introduce a

"nonresponse" bias in estimates of the error rate. The present

QC system contains procedural requirements to promote the

completion of reviews, as well as an error-rate adjustment

that creates an incentive to minimize incomplete reviews.

QC procedures are meant to encourage the completion of reviews
whenever possible, although some circumstances remain in which

it is impossible to complete a review. 39/ In addition to

procedural requirements, the current QC system creates an

incentive to complete reviews by providing for an upward

adjustment of a State's regressed error rate if reviews are
completed for less than 100 percent of the sampled cases. FNS

makes this adjustment by attributing a higher error rate to

3_%9/Arecent GAO audit recommended changes in QC
procedures to expand the universe of cases subject to review
and to relax requirements for completing case reviews. The

recommendations proposed (1) requiring applicants to sign

information-release authorizations, (2) broadening the

circumstances in which reviews can be completed without an

interview, (3) counting errors where reasons for ineligibil-

ity have been found but formal review procedures cannot be

completed, and (4) completing reviews for all cases under

fraud investigation. These recommendations raise questions
about their possible conflict with State privacy laws and

potentially erroneous assumptions of error; they remain

under study by FNS. The GAO recommendations can be found in

"Food Stamp Program: Refinements Needed to Improve Accuracy
of Quality Control Error Rates," U.S. General Accounting

Office, September 1986.
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incomplete review cases than is found among completed cases.
The attributed rate is set at a rate two standard deviations

above the overall computed error rate.40/ l_der this

procedure, the adjustment is based on the standard deviation

of the State's reported error rate.41/

FNS has evaluated the details of these features as part of

this study. Three issues were examined:

1. The effect of the incomplete review adjustment across
States

2. The appropriate base for determining the incomplete review

adjustment

3. The possible use of differential completion rates across

sample strata to calculate error rates

It is important first, however, to place the issue of

incomplete reviews in the context of their relatively minor

effect on measured error rates. States complete a very high

percentage of review cases. In 1985, States completed reviews

for an average of 98 percent of their sample cases; only five

States had completion rates below 95 percent, and none less

than 92 percent. Given the present method for calculating

adjustments based on incomplete reviews, their effect on error

40/The formula for the adjusted rate is:

ERad j = (1 - c)r + c(r + 2s ) = r(1 + 2cs /r),r r

where r is the regression estimate of the payment-error

rate, c is the proportion of reviews not completed, and sr
is the standard error of the payment-error rate as estimated

from the State sample. The adjustment factor is (1 +

2CSr/r).

41/The GAO has suggested that FNS use the standard

deviation of the resressed error rate rather than the error
rate from the State sample, because the regressed error rate

is based on more information. In the view of FNS, this

issue is a minor policy issue rather than a statistical

one. The current adjustment is based on a somewhat
arbitrary policy definition; there is no clear statistical

basis for choosing one or the other standard deviation as

the adjustment basis.
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rates is very small. This effect depends on the completion

rate, the regressed error rate, and the standard error of the

State-reported error rate. Given the plausible range of
values for these last two factors, the adjustment for a State

with a 95 percent completion rate, for example, could range

from 1.005 to 1.03.42/ Such a State with a regressed error

rate of 6.50 percent, for instance, would thus end up with an
official error rate of between 6.53 and 6.69.

The Effect of the Incomplete Review Adjustment. FNS examined
the "neutrality" of the adjustment for incomplete reviews.43__/
As can be seen in the formula for the adjusted error rate,

(see footnote 17), the greater the standard error of the

sample estimate (s). and the lower the estimated error rate

(r), the higher th_ adjustment factor. Given a certain rate

of incomplete reviews, this formula produces greater upward

adjustments for States with small samples and States with low

overpayment rates, because each of these, on average, is asso-
ciated with an increase in the value of the last term in the

adjustment formula.

In reality, this issue is relatively minor, because the

adjustment for incomplete reviews makes very little difference
in the final error rate. This bias in the incomplete review

adjustment, which works against States with small samples or

low error rates, can be eliminated with a slight modification

of the formula for the adjustment factor. In lieu of the term

Sr/r in the adjustment factor, a constant value could be
substituted. A constant value of .1 or .2 would yield approx-

imately the same adjustment levels as the current formula, but

the adjustment factor would not be sensitive to sample size or
the error rate.

The Base for Computing the Incomplete Review Adjustment. As
pointed out earlier, maximizing the precision of error-rate
estimates from QC samples requires a nearly constant sampling

rate throughout the year. The current procedure for adjusting

error rates based on incomplete reviews creates an incentive

for States to increase their sampling rates late in the year
if their actual caseload is lower than projected. They do so

42/The adjustment factor is the value by which the

regressed error rate is multiplied to arrive at the final
adjusted error rate.

43/See Morris H. Hansen and Benjamin J. Tepping, "A
Statistical Evaluation of Food Stamp Quality Control,"

Westat, Inc. (forthcoming).
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because the completion rate is based on the number of cases

selected that are subject to review or the minimum required

sample size, whichever is higher. Such increases in sampling

rate can reduce the precision of error-rate estimates more

than modest reductions in sample size in some circumstances.

Although increases (or decreases) in the sampling rate in the

last few months of a year would not substantially reduce the

precision of error-rate estimates, it is preferable to maintain

a uniform sampling rate throughout most of the year.

Differential Completion Rates Across Sample Strata. FNS has
examined whether data from stratified samples should be

adjusted if differential review completion rates exist across

strata. Under current procedures, the results found in sample

strata are weighted by the size of the caseload subject to
review in each stratum to arrive at an overall error rate. An

alternative would be to adjust the caseload figure used to

weight error data based on the completion rate for each

stratum. This approach would give greater representation in
the calculation to strata with high completion rates; in

effect, it would be an attempt to represent completed review

cases rather than the total review sample.

The conclusion of FNS is that the appropriate regressed error

rate is one which provides a relatively precise estimate of

the error rate for tile caseload at large, rather than giving

higher weight to completed cases. In stratified samples, the
estimate of the overall error rate must be derived from sound

estimates of the error rates for each stratum. Although some

attention might properly be paid to the method for imputing

data to missing cases, that issue arises in the context of
attempts to obtain an estimate of the error rate for the full

population. Thus, current procedures for weighting data from

sample strata without adjusting for strata completion rates

constitute a sound approach.

CONCLUSIONS

o Current procedures that make an upward adjustment to a
State's error rates if it fails to complete reviews on i00

percent of its sample cases are reasonable. The effect of

the adjustment on the final error rates is marginal.

o The formula for adjusting regressed error rates affects

States more heavily if they have small samples or low error
rates. The current procedure for adjusting error rates for

incomplete reviews also creates some incentive to increase
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sampling rates when caseloads are below original projec-

tions. Sharp variation in sampling rates can reduce the
precision of error-rate estimates.

Does Greater Although federal QC handbooks prescribe QC procedures for all

State "QC Effort" States, some variations in State QC practices are inevitable,

Lead to Hi_her and in some cases desirable. Staffing levels, the quality and
Error Rates? intensity of supervision, and the degree to which reviewers'

case results are reviewed before being submitted to FNS are

elements of the QC process which may vary across States.
Arguments can be advanced that these variations in the review

practice can contribute to differences in measured error rates

independently of the effect of true differences in program

performance.

On the one hand, greater staff resources, and better

supervision of reviewers, might mean that reviewers conduct
more thorough reviews and uncover more errors. On the other

hand, the intensity of the review effort may reflect a strong

commitment of State managers to the QC process. If the infor-

mation produced by QC is fed back to program managers, it may
be an important factor in improving performance and lowering

error rates. Alternatively, a more systematic and painstaking

reexamination of reviewers' results by State QC oversight

staff can discover policy interpretations which overturn

reviewers' error findings before they are submitted to FNS.
Some States conduct such reexaminations of reviewers' results

only for error cases, while others do so for both error and

correct cases. It is possible that such differences could

introduce marginal differences in reported error rates.

As pointed out earlier, however, findings from the State
review serve primarily to improve the precision of the error-

rate estimates derived from the federal re-review sample. A
State's ability to find more or fewer errors primarily affects
the standard error of the estimated error rate. One of the

functions of the federal re-review is to find errors that the

States do not. If the federal reviews are successful, differ-

ences in State-reported errors do not bias the regressed error
rate.

While no conclusive evidence on the variation in the ability

of States to find errors can be offered, some recent analysis
failed to find any clear connection between available measures

of State QC effort and error rates. An exploratory analysis
of the relationship between State payment-error rates and two

measures of the level of QC effort expended by each State
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found a correlation of only .16 between State-reported error
rates and the State costs of a QC review, and a correlation of
-.25 between a State's error rate and the number of reviews

completed per staff member. 44/

CONCLUSIONS

o There is no conclusive evidence that variations in State

review practices have a systematic effect on error rates,

although such effects may occur. The QC system is designed

so that findings from the State review serve to improve the
precision of the error-rate estimate derived from the

federal re-review sample. A State's ability to find more

or fewer errors affects the precision of the error rate,
but not the point estimate.

Does the Two- A careful analysis of present sampling methods and procedures

Stage Review for calculating error rates from sample data, as reported in

Affect Accuracy the preceding sections, indicates that the technical design of
and Cost? the QC system is basically sound. These procedures have been

developed to increase the accuracy of error-rate estimates

given a set of State and federal review roles that have

developed over time. Although the two-stage process that
involves both State and federal reviewers has been found in

this study to be technically sound, the question can also be
raised about whether it is the best approach for generating

accurate error-rate measures. Two specific concerns merit
examination:

1. Would error rates based on a single federal review differ

from error rates obtained with a State review followed by
a federal re-review?

44/It must be acknowledged, however, that these

results are very tentative, because of (1) considerable
variation in the manner in which States measure their QC

costs, and (2) the wide range of factors that can affect QC

costs and the productivity of reviewers that do not

necessarily have any consistent relationship to the actual
time devoted to case reviews.
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2. Would it be more cost-effective to base error rates simply

on a federal review sample (possibly expanded) and to
allow States to establish their own review procedures for

management information purposes?

A consideration of major structural changes to the QC process

is beyond the scope of this study, and beyond the scope of

analysis performed by FNS for this report. However, FNS has

initiated a longer-term investigation of these issues by

sponsoring a pilot demonstration and evaluation of a one-tier

QC process. The pilot projects, in North Carolina and

Missouri, were implemented in October 1986 and will run for a

full year; evaluation results are expected in 1988.

In the one-tier QC demonstration, an entirely federal review

process is running parallel to the current two-stage review
process, and the results and costs for the two systems will be

compared. A structured worksheet has also been developed to

provide a consistent and comprehensive guide to the review

process. The evaluation of the demonstration will address

three questions associated with the two issues pointed out
above:

1. Is a one-tier federal process administratively feasible?

2. Is a one-tier system less expensive than the present two-
stage review process?

3. What is the nature and frequency of State disagreements

with federal error findings?

This evaluation will enhance an understanding of the advantages

and disadvantages of changing to a one-tier system. It will
not, however, address one factor in the assessment of relative

costs: the extent to which State reviews--for management

information purposes--would continue to be performed and con-

stitute an additional federal cost beyond the cost of the one-
tier federal review.

CONCLUSIONS

o Current procedures for using review findings from two stages
(State and federal) are fundamentally sound. However, more

cost-effective approaches may be possible. The evaluation
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of a one-tier QC demonstration will provide further infor-

mation on the administrative feasibility, costs, and

possible effects on error rates associated with switching

to a one-tier federal review process.
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C. THE DEFINITION OF QC ERROR: W_{ICH ERRORS SHOULD BE
COUNTED?

Section A of this chapter focused on issues surrounding the

statistical design of the QC system, and Section B on the

operation of the system. This section deals with issues

associated with the definition of the error rate--which types

of errors should be included in the basic performance measure

used as a basis for Judging State performance. The appropriate

error definition is largely a policy choice. The issue is

important because the types of errors included in the error

rate affect the types of incentives for program administration

created by the QC system. A change in definition can also

change relative State performance. The policy decision can be

informed by the operational experience of USDA and the

States. Four specific questions are examined in this section:

9uestion Cf: Should the error rate include only "agency
errors" and exclude "client errors," or should

it continue to include both types of error?

Stated another way, should States be held
accountable for client errors?

Finding: The distinction between agency and client errors
is a difficult and often ambiguous one; classi-

fication depends in many instances on the judg-

ment of individual reviewers. Excluding client
errors from the official error rate could encou-

rage the classification of more errors as

client-caused. The relatively subjective class-
ification of errors could bias error rates

across States to an unknown and unmeasurable

degree.

Holding States accountable for client errors

maintains balanced incentives. Many client

errors are in fact problems that can be

addressed by agencies (with collateral contacts

or computer matches, for example) and should be
included in the error-rate measure.
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Question c2: Does the present definition of QC errors include
errors that are strictly procedural and do not
affect the issuance amount?

Finding: Strictly procedural errors are not included in
the food stamp error rate.

Question c3: Does the error-rate measure capture the net cost

of error to the federal government for

households that participate in multiple
programs?

Finding: Current procedures accurately measure the loss
to the Food Stamp Program based on the actual
income available to each household. An error

measure designed to capture the net cost to the

federal government could create food stamp
errors where none exist and increase admini-

strative complexity and burden.

Question c4: Does the exclusion of underpayment and negative
action errors from the basis for fiscal

liabilities under current law create an

imbalance in the incentives to reduce the

incidence of all errors?

Findin_t There is no evidence that underpayment error
rates have increased as States reduced over-

payment-error rates. The evidence to date

suggests that, in general, over- and under-

payment rates generally move together, sug-

gesting that administrative performance affects

both positive and negative errors similarly.

Underpayment rates have been relatively stable

or have fallen slightly in recent years.

Underissuances are measured as part of the same

sampling and review process as overpayment
errors, and are measured in the same units. A

measure of the "cost" of underpayment could be

incorporated in the official error rate. Doing
so could improve the balance of error-avoidance

incentives by clearly and formally stating that
the QC system does not tolerate underissuances.
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Negative action reviews are a procedural review
based on a separate and quite different sample.

These reviews yield an estimate of the number of

cases that were possibly eligible for benefits

but involved a procedural deficiency in their

denial or termination. Thus, negative action
reviews do not provide a payment-error rate

comparable to the rate available for over- and
undertssuances. _ereas error rates derived

from active household samples present a clear

statement about the frequency of incorrect
issuance, negative action review results do not.

Although the negative action review provides

important guidance on problems in the certi-

fication process, combining it in a single
error-rate measure with the results of active

case reviews would require major changes in the

QC process.

Should Client Er- In the current QC review process, reviewers assign a code to

rors Be Excluded each error to distinguish between "client errors" and "agency

from the Error errors." State agencies have at times argued that errors

Rate Measure? caused by client action or inaction should not be incorporated
into the error rate that serves as the basis for fiscal

liabilities: the QC error measure should capture only agency

errors. This argument is based on the view that client errors
are beyond the agency's control. The resolution of this issue

is important because the types of errors counted and not
counted in the error rate can affect the direction and

intensity of State efforts to reduce the incidence of errors.

The distinction between client and agency errors is not always

clear and unambiguous. For example, when clients fail to

report income, it may be that case workers have not adequately

explained the reporting requirements to clients. Second, the

client's responsibility to report information must be balanced

against the agency's responsibility to follow up on question-

able, incomplete, or inconsistent information provided by

clients. For example, if a 70-year-old male applicant reports
no Social Security income, and a QC reviewer later detects the

unreported income, both parties were at fault. Determining

the responsible party is difficult. Errors classified as

client errors by one reviewer, or in one State, can often
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justifiably be classified as agency errors by another, and
vice versa.45/

Client errors, moreover, are not entirely beyond the control

of State agencies. Agencies can and do take a variety of

steps to prevent client errors, and generally try to structure
the interaction between clients and staff in such a way as to

reduce client error. These measures include such steps as

improving interviewing methods, strengthening verification

procedures, and conducting computer file matches. A recent

FNS regional review of one State's QC findings hints at the
effectiveness of such measures. Of the 24 cases with earned-

income errors in the State sample, FNS found that computer

wage matching would have detected 20 of the errors, although
the State held the client responsible for 14 of the cases.

Client errors can be influenced by managing the interaction
between staff and clients.

CONCLUSIONS

o The QC system under current law encourages the reduction of
all types of errors. The distinction between agency- and

client-caused errors is ambiguous. The relatively subjec-
tive classification of errors could bias the measure in

unknown ways and to an unmeasurable degree.

Does the Error The emphasis of the food stamp QC system is on measuring

Rate Include the payment-error rate, based on errors that lead to the

Purely incorrect issuance of food stamp benefits to households. The
Procedural Food Stamp Act requires that certain procedures be followed

Errors? and case documentation established in addition to the applica-

45/Some indication of the degree of interpretation

involved in distinguishing between client and agency errors
is provided by the variation across States in terms of the

relative number of errors in each category. The proportion

of variances attributed to clients by the States ranged from

31 percent to 75 percent in Fiscal Year I985. Seven States
attributed less than 40 percent of the variances to clients;

nine attributed more than 60 percent of the errors to

clients. (Variances refer to error elements, not to the
dollar amounts of errors.)
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tion of basic eligibility requirements in the certification
process. However, the present food stamp QC system focuses on

measuring a direct outcome: the correctness of benefit pay-

ments. Errors are counted only if correcting the problem

would have directly changed the eligibility status of a house-
hold or its benefit amount.

Thus, QC errors in the Food Stamp Program consist of errors

involving eligibility rules that pertain to financial circum-
stances, household composition, or individual characteristics.

Beyond these basic eligibility rules, QC errors are counted
when recipients refuse to meet three program requirements that

do not pertain to household circumstances or characteristics:

the requirement that certain individuals register for work, the

requirement that all participants provide a Social Security

number, and the requirement that certain households file a

monthly report. If an individual actively refuses to comply
with these rules and no action is taken to terminate or reduce

benefits, a QC error is counted. In all of these cases, the

committed error directly contradicts an eligibility require-

ment, and correcting the error would affect benefits.

Strictly procedural errors that have no direct effect on
benefits, however, are not counted in the food stamp error

rate. Such procedural deficiencies could include:

o Failure to have the application signed

o Agency failure to register a household member for work

o Agency failure to confirm that all members have Social
Security numbers or are applying for them

In these cases, the errors committed do not necessarily lead
to an incorrect benefit. Such errors could indirectly contri-

bute to issuance errors, since they might be indicative of

systematic problems in administering the program. If this is
the case, the QC system will capture those errors where they

matter--that is, when benefits are incorrect. Correcting the

procedural error itself would not alter the eligibility or

benefits of the household. Excluding purely procedural errors
from the error rate is consistent with the intent of the food

stamp QC system to measure the rate of erroneous issuance.

CONCLUSIONS

o Current QC procedures focus on substantive errors that have
a direct effect on eligibility status or benefit amount.
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No purely procedural errors are included in the error
rate. This approach is in keeping with the intent of the

QC system to measure erroneous issuance.

Should Error An important step in determining QC error rates is to measure

Amounts Reflect the dollar value of each observed error. Defined most simply,



loss to the federal government from an error that affects both

programs.46/

The effect of the alternative procedure on the calculated
error amount can be illustrated for a household that receives

both AFDC and food stamps and fails to report other unearned

income, as shown in Table III.4. Suppose that a household
which receives both AFDC and food stamps had $100 in unre-

ported monthly income--in this example, a total of $200 in

income rather than the $i00 reported at certification. If the

household had reported the income, AFDC benefits would have

been $100 lower, and the AFDC QC process would record a $100

overpayment. Under present food stamp QC procedures, the food

stamp error calculation will focus on the $100 in unreported
income and the original $200 AFDC benefit because it was the

AFDC income actually received by and available to the household

that month. Food stamp QC reviewers would conclude that total

net income was $100 higher than reported, and based on the 30

percent benefit reduction rate in the Food Stamp Program would

compute the food stamp overissuance as $30. Total QC errors

in both programs would be $130.

If food stamp QC procedures were defined to measure the "net

federal loss" of a food stamp error beyond the cost to other

programs, the dollar value of the food stamp error would come

out differently. Under this approach, food stamp QC reviewers
would conclude that net income in the absence of the reporting

error would have been the same as originally determined,
because the increase in unearned income would be offset by a

decrease in the AFDC grant. The value placed on the food

stamp error would then be zero rather than $30.47/

46/Concern about the present error valuation method

is descr{bed in Center on Budget and Policy Priorities,
"Does the Food Stamp Error Rate Overstate the Loss to the

Federal Government through Errors?" June 1985.

47/In cases of unreported earnings, the error
"offset" is more complicated, because the recomputation of

both the AFDC benefit and the food stamp benefit involves

earned-income deductions. For unreported earnings of $100,

current procedures would find an AFDC error of $67 and a

food stamp error of $24, whereas the alternative would find

an AFDC error of $67 and a food stamp error calculated as
$3.90 (but which would not be counted at all because it is

under $5).

79



TABLE III.4

ILLUSTRATION OF DIFFERFENCE IN FOOD STAMP ERROR CALCULATIONS

UNDER CURRENT PROCEDURES AND "NET FEDERAL COST" APPROACH

Original FS Error Calculation Under:

Factors in Certification Food Stamp Current Net Federal

and Error Calculation Certification Procedures Cost Approach

UhearnedIncome $100 $200 $200
AFDC 200 200 100

Total 300 400 300'

FoodStampAllotmenta 210 180 210

AFDCError 100 100

FoodStampError 30 0
TotalError 136 i00

aThe food stamp benefit calculation is for households of four (maximum
allotment = $271) with no deduction other than a standard deduction of

$99.



To estimate the differences in the error-rate outcomes

generated by these two approaches, a simulation study was

performed using the 1984 QC sample.48/ Records for food stamp
households with AFDC in the QC sample were recoded to eliminate

food stamp errors associated with unearned income, and to

adjust the amount of errors associated with earnings and

household composition. The error rates were then recomputed.49/

As shown in Table III.5, taking into account the offsetting

effect of changes in AFDC benefits when food stamp errors are

measured would have lowered the national 1984 food stamp pay-
ment-error rate. For the pure AFDC/food stamp households for

which this simulation was performed, the reported error rate

would have been reduced from 5.3 percent to 4.0 percent. The

resulting effect on the overall error rate would have been a

6.3 percent reduction, from 8.6 to 8.1 percent. It should be

noted, however, that this estimate does not account for the

possibility (as described below) that the net federal cost

approach could create new types of errors.

Both current procedures and this alternative approach have

appealing justifications. Current procedures base food stamp
errors on the actual circumstances that confront the food

stamp eligibility worker and on the actual amount of money
available to the household in the review month. The alterna-

tive approach bases food stamp errors on a measure of the

incremental financial loss to the federal government when an

error affects multiple programs.

Careful consideration must be given to the complexity of the

administrative procedures that would be necessary to adopt the
net federal cost approach, and the secondary effects that this

approach could have on error-rate measurement. The drawbacks

described herein emerged clearly in responses to the rule

proposed by FNS to adopt a net federal cost approach in 1979,

and remain relevant comments on such a proposal today.

48/See James C. Ohls and Jennifer Schore, "Potential

Effects of Program Changes on Food Stamp Program Error
Rates," Mathematica Policy Research, Inc. (forthcoming).

49/This simulation entailed recoding only pure

AFDC/food stamp households, since, for "mixed" AFDC/food

stamp households, it was generally impossible to determine
whether errors involved the AFDC or non-AFDC members.

Consequently, the likely effect on error rates is
understated.
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TABLE 111,5

ESTIMATED 1984 _RROR RATE REDUCTION WITH AFDC OFFSET

CONSIDERED IN THE CALCULATION OF FOOD STAMP ERROR

Household Type
Pure AFDC Other Ali _ouse_olds

Payment Error a
1984Rate 5.3b 11,0b 8,6

Estimated Percentage
Reduction 24,5% - 6.2_

Adjusted 1984 Rate 4.0 !1.0 8.1

Underpayment Error
1984Rate 1.7 2.7 2.3

Estimated Percentage
Reduction 28.0% - 8.5%

Adjusted 1984 Rate 1.2 2.7 2.1

Case Error

1984Rate 19.5 25.1 23.4

Estimated Percentage
Reduction b.0% - 1.6%

Adjusted1984Rate 18.4 25.1 23.0

NOTE: Analysis is based on a weighted sample of case data from July-August
1984.

aIncludes overissuances and issuances to ineligibles.
bweighted rates are derived from the national average of regressed
qC error rates.



o The net federal cost approach would create food stamp
errors where none existed before. For instance, if an

error had been made in computations or policy interpreta-

tions that were relevant only to AFDC, the QC reviewer

might determine that the correct AFDC grant should have
been higher (or lower), and thus that a food stamp error

was made. A food stamp error would be counted even though

food stamp policy had not been applied erroneously, and

eligibility and benefits had been determined correctly.

o A consistent approach would account for adjustments not

only in AFDC_ but also in other benefit programs. This

comprehensive aRproach would increase the burden on
reviewers. FNS surveys show that 20 percent of food stamp

households receive Social Security, 18 percent SSI, and 12

percent General Assistance (GA). Determining the correct

benefit amount in those programs when income misreporting

has occurred, and then adjusting the food stamp error,

would substantially complicate the task of the food stamp
QC reviewer.

o Adopting the net federal cost approach is feasible only if

a State has integrated sampling and reviews. Hore than
half of the food stamp agencies (28 of 53) still use

separate review processes for food stamps and AFDC. Adopt-

ing the alternative procedure would force these States to

integrate the review process. Even in the 25 agencies with

integrated reviews, the review process excludes GA, Social

Security, and SSI, which may also be affected by reporting

errors that directly affect food stamps. Thus, even inte-
grating reviews cannot be viewed as sufficient to ensure

that a net cost approach is implemented comprehensively.

o The increased complexity of reviews could adversel_ affect
QC review completion rates. With scarce administrative
resources, and the possible difficulties associated with
determining the correct benefits in other programs, it is

possible that the net federal cost approach could lead to a
decline in the rates of review completions. Since higher

error rates are attributed to incomplete reviews, this

effect could paradoxically increase the State's official
error rate.

It should be noted, finally, that a legislative change to

certification policy could also avoid overstating the total

cost of errors across multiple programs without complicating
QC procedures. "Standardizing" income counted in food stamp
certifications for AFDC and SSI households, demonstrated in

Oklahoma as a way to simplify the certification process, would
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make food stamp benefits less sensitive to changes in unre-

ported income that also affect AFDC or SSI benefits. 50/ Under

such a policy, the AFDC or SSI maximum benefit for a given

household size is counted as income in the food stamp certifi-

cation calculations, regardless of the amount of reported
unearned or earned income that affects the grant, since the
sum of outside income and the AFDC or SSI benefit is

constant.51/

If food stamp QC reviews were performed under this redesigned

program, the calculation of the correct food stamp benefit
would no longer include a separate consideration of the direct
effects of earned or unearned income and the AFDC benefit

(unless the amount of actual income would make the household

totally ineligible for AFDC). Income-reporting errors would

always be balanced exactly by the offsetting AFDC error. This

type of legislative change would simplify food stamp certifi-

cation for large segments of the caseload, and, in the process,

would mitigate the potential overstatement of the total cost
of errors for multiple-program households.

CONCLUSIONS

o Current procedures measure the loss to the Food Stamp

Program given the actual income available to each

household. The amount of the food stamp error is based on

a calculation of the correct food stamp allotment using the
actual amount of benefits issued and available to the

household from other programs (AFDC, SSI, etc.) as
countable income. An alternative approach would use the
amount of AFDC or SSI income that would have been issued in

the absence of the error. This alternative approach could

be viewed as a measure of the net cost to the government of

errors that affect food stamps and other programs. Using

50/The implementation of this policy variation is
described in James Ohls et al., "Final Report for the Food

Stamp Program Simplified Application Demonstration

Evaluation," Mathematica Policy Research, Inc., September
1986.

51/Such a policy must, as in Oklahoma, provide for

an adjusted income figure if the household is receiving the
AFDC "30 + 1/3" earned-income deduction that is allowed from

the first four months of an AFDC recipient's earnings.
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the net cost approach, however, could introduce new food

stamp errors where none existed, and increase administra-

tive complexity and burden.

Should Under- Current law focuses primarily on the dollar value of positive

issuances and errors--overissuances and issuances to ineligible households.

Negative Errors The QC process routinely measures and reports on underpayments
Be in the Error to eligible households and improper negative actions, but
Rate? fiscal liabilities are determined solely by the overpayment-

error rate. This focus on overpayments could conceivably

create an unbalanced set of incentives that encourage State

agencies to emphasize avoiding overissuances and tolerating
underissuances.

FNS reviewed the relationship between overpayments and under-

payments in an effort to determine whether any evidence could

be found that an emphasis on reduciug overpayments contributes

to an increase in underpayments.52/ This analysis used QC

data for eight semiannual review periods from 1979 through

1983. The analysis suggested that the error-rate liability

system had not had any demonstrable effect on underpayment
error rates. Over- and underpayment error rates were

generally found to move together over the period, suggesting

that administrative performance affects both positive and

negative errors similarly. On a national basis, no statisti-

cally significant negative correlation was found between over-
payment and underpayment error rates. Only a few individual
States showed correlations between the level of over- and

underpayment rates, and these were mixed between positive and

negative correlations.

Nevertheless, a review of the design of the QC system should

consider feasible ways to ensure that the system provides
appropriate incentives for avoiding of all types of certifica-

tion errors. FNS examined the feasibility of incorporating
underissuances and negative action errors in the official
error rate.

52/Office of Analysis and Evaluation, Food and
Nutrition Service, "The Relationship between Overpayment and

Underpayment Error Rates in the Food Stamp Program: A

Preliminary Analysis," November 1985.
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Inclusion of Underissuances in the Error Rate. Underissuances

are detected, measured, regressed, and reported as part of the

same review process and are based on the same review sample as

overpayment errors. Thus, a consistently defined error rate

that incorporated overpayment errors and underissuances could

be calculated on the basis of data already collected and

current procedures.

Underissuances could be included in the official error rate by

adopting a "total payment error rate"--the final payment-error

rate plus the absolute value of the State's underissuance
rate.53/ This measure holds States accountable for errors in

both directions and eliminates any incentive that States may

have to avoid overissuances by issuing food stamps too conser-

vatively.

Adding a new component of error would increase the error rates

of all States. In 1985, the national average underpayment-

error-rate was 2.2 percent, ranging from a low of 0.5 percent

in Nevada to a high of 4.2 percent in Oklahoma. The average
underpayment-error rate has been fairly stable since the

inception of QC, rarely rising above 2.5 percent. If such a

change were contemplated, it might be appropriate to consider

this expansion when error-rate liability thresholds are
established. The effect of including underissuances in the

error-rate measure would vary widely according to how these

thresholds are set. Table III.6 shows the effect of adding

underissuances to the error rate using several alternative

assumptions about the level of the threshold. Column 2 shows

the actual liability computed for Fiscal Year 1985 under

current law, based on a 5 percent threshold, without the

inclusion of underissuances in the payment-error rate.
Columns 3, 4, 5, and 6 show the liabilities that would be

computed with underissuances included in the payment-error

rate, but with thresholds of 5, 6, 7, 8, and 10 percent. A

6 percent threshold would increase overall liabilities by

31 percent, and an 8 percent threshold would reduce overall

liabilities by 31 percent.

Inclusion of Negative Action Errors in the Error Rate.
Including negative action errors in the official error rate is

more difficult than including underissuances. Negative action

reviews are currently undertaken for a separate sample, drawn
from a universe of specific actions (terminations and denials)

53/This approach was taken in the 1980 amendments to

the Food Stamp Act and served as the basis of liabilities in
1981 and 1982.
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TABLE III.b

_FFE_r OF INCLUDING UNDERISSUARCE IN ERROR _ATE,
UNDER VARIOUS ADJUSTED ERROR RATE TAKGETS:

ESTIMATED FY 198_ LIABILITIES

FISCAL YKAR 1985

Current Policy

(5 percent [ncludin 6 Onderissuances w/th Liability Threshold of:
5 Percent 6 Percent 7 Percent 8 Percent 10 PercentState tnreshold_

Northeast
Connecticut $ 1,025,885 $ 1,709,808 $ 1,025,885 $ 083,923 $ 341,962 U
Maine 598,696 1,396,957 997,827 598,595 399,131 0

Massacnuseccs 5,860,198 9,208,882 7,534,540 5,_60,198 4,185,856 1,674,342
New _ampshlre 0 136,631 43,876 U 0 0
_ew York 15,280,441 48,841,322 37,987,b95 27,]34,068 16,280,441 5,]57,875
Rhode Island 391,2b5 912,952 552,109 391,265 260,844 0
Vermont 410,263 574,358 410,263 246,158 164,105 0

Mid-Atlantic
_elaware 246,819 411,365 246,819 154,546 82,27_ U
aashington, D.G. 1,561,937 2,900,739 2,454,472 2,008,204 1,561,937 669,401
Maryland 2,531,992 4,219,987 2,531,992 1,587,995 843,997 O
New Jersey 5,829,207 10,492,573 8,160,890 5,829,207 3,497,524 1,165,841
Pennsylvania 11,709,304 18,400,335 15,054,820 11,709,304 8,363,789 3,345,516
Virginia ],415,766 4,955,179 3,539,4]4 2,123,648 1,415,765 0
Virgin Islands 299,390 470,470 384,930 299,390 213,850 85,540
West Virginia 111,525 509,248 254,624 0 0 0

Southeast

Alabama 13,118,714 16,617,O37 14,867,875 13,118,714 ]1,369,552 7,871,228
Florida 2,432,062 b,O80,156 3,648,093 2,432,062 1,216,031 U
Georgia 15,441,248 29,088,351 26,558,938 24,029,516 21,500,095 16,441,248
Kentucky 776,939 2,330,816 1,553,_77 776,939 0 0

Mississippi 1,816_892 5,450,675 4,239,414 3,028,153 1,816,892 605,631
North Carolina 1,802,557 4,506,394 2,703,836 1,802,557 901,279 0
South Carolina 8,319,451 12,159,197 10,879,282 9,599,366 8,319,451 5,759,620
Tennessee 2,058,553 3,087,829 2,058,553 1,029,275 0 0

Midwest
Illinois 9,029,457 16,253,023 12,641,240 9,029,457 5,417,874 1,805,891
Indiana 5,659,493 8,174,823 b,917,158 5,059,493 4,401,528 1,886,498
Michigan 4,553,908 IO,649m119 7,000,514 4,563,908 3,042,005 O
Minnesota 3,218,388 5,057,466 4,137,927 3,218,388 2,298,848 919,539
Ohio 3,690,595 6,150,991 3,690,595 2,460,396 1,230,198 0
Wisconsin 1,267,661 3,802,983 2,957,870 2,112,788 1,267,601 422,554

Southwest

Arkansas 1,242,979 2,900,285 2,071,632 1,242,979 828,053 0
louisiana 7,719,113 12,130,035 9,924,574 7,719,113 5,513,652 2,205,461
New Mexico 1,020,452 2,916,814 2,268,633 1,820,452 972,271 324,090
Oklaho"_ 5,312,273 10,034,294 8,853,789 7,073,284 b,492,779 4,131,788

Texas 28,120,597 40,b18,640 34,369,019 28,120,597 21,871,576 9,373,532

Mountain-Plains

Colorado 1,354,275 2,979,404 2,437,694 1,895,984 1,354,275 541,710
Iowa 2,028,618 2,840,065 2,028,618 1,217,171 811,447 0
Kansas 1,078,122 1,940,620 1,509,371 1,07_,122 646,873 95,497
Missouri 487,902 1,610,024 805,01g 0 0 U
Montana 3_5,539 899,592 642,566 385,539 257,026 0
Nebraska 1,152,601 1,481,915 1,152,601 823,286 493,972 164,657
North Dakota 0 0 0 0 0 U
South Dakota 0 U 0 0 0 0
Ur.ah 583,204 972,006 583,204 388,802 194,401 0
Wyoming 138,332 345,830 207,498 138,332 69,160 0



TABLE 111.6 (continued)

Current Policy

(5 percent Includtn_ Underissuances with Liability Threshold of:
State threshold) 5 Percent 6 Percent 7 Percent 8 Percent 10 Percent

West

AZaska 2,096,708 2,7 33,341 2,487,537 2,241,7 33 1,995,929 1,504,321
Arizona 4,329,756 6,803,902 5,566,829 4,329,756 3,092,683 1,237,073
California 13,136,972 33,509,605 27,114,642 20,719,680 13,136,972 1,534,791
Guam 27,912 55,824 27,912 0 0 0
Hawaii 0 188,071 0 0 0 0
Idaho 57,098 230,521 53,530 0 0 0
Nevada 0 0 0 0 0 0

Oregon 3,800,149 5,971,663 4,885,906 3,800,149 2,714,392 [,085,756
Washington 4,048,211 6,361,475 5,204,843 4,048,211 2,891,580 1,156,632

U.S. Total $201,189,415 $372,073,609 $7,937,338 $9,040,785 $3,731,229 $71,167,012

SOURCE: Ellen Kisker, "The Use of Alternative Measures of Error in Calculating FSP Liabilities,"
Mathematica Policy Research, Inc. (forthcoming).



rather than from the universe of active households. Moreover,

negative action errors do not necessarily entail incorrect
denials or the termination of benefits, because the negative

action review is procedural; the QC reviewer does not
determine the correct eligibility or benefit outcome.54/ In

many cases, negative action errors are a failure by the
eligibility worker to document the basis for denial or

termination properly, or to allow the full prescribed 30 days

for applicants to provide information before denial. In such

cases, a negative action error does not necessarily mean that

the household was in fact eligible and actually lost benefits.

Combining data on negative action errors with data on errors
from the active household sample is thus problematic. Devel-

oping a combined error rate that incorporates negative action

errors would entail creating an inevitably complex method to

interpret very different measures. Horeover, treating nega-
tive action errors as issuance errors would overstate the true

magnitude of applicants' loss of benefits, given the procedu-
ral nature of the review. Arriving at a more accurate measure

of lost benefits would require broadening the scope of the

negative action review to investigate actual eligibility and

to compute benefits.

Current law does offer a precedent for treating the negative
action error rate separately. States are now eligible for a

higher federal match of their administrative costs if the com-

bined overpayment and underpayment error rate is less than

5 percent and the negative action error rate is less than a
separate threshold. Current procedures set this separate

target equal to the weighted national average negative action

error rate in the previous year. Some variant of this
approach could be applied to calculating State liabilities as
well.

CONCLUSIONS

o No evidence exists that underpayment-error rates have

increased as States seek to reduce overpayment-error rates.

54/Food Stamp Program regulations require States to
determine whether or not a loss of benefits results from an

improper decision to deny or terminate food stamps. If so,
the household is entitled to restored benefits. This

process, however, is outside the scope of QC.
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o It is feasible to include underissuances in the official

error rate, using current samples of active households and

data currently collected. They could be included by adding
the absolute value of underissuance errors to the value of

overpayment errors. Adding this new component of error

would increase overall errors by 1 to 3 percentage points
in most States.

o Negative action errors are measured using different samples

and procedures than is true of payment errors, and focus on
procedural errors. Negative action errors do not neces-

sarily identify eligible households that were incorrectly
denied benefits, since no attempt is made in the negative

action review to determine actual eligibility or benefit

amounts. Monitoring negative action errors can be

accomplished through a separate review process.
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D. ADJUSTMENTS TO STATE ERROR RATES

Under current policy, States are judged on the absolute levels

of their errors. However, some have argued that States should

be judged on the quality of their performance given the

administrative difficulties they face. States are different

in a number of obvious ways. Some have suggested that these

differences have important implications for measuring
errors. QC error rates may reflect not only the

administrative performance of an agency, but also the diffi-

culty of the caseload served and the characteristics of the

operating environment--factors that, it could be argued, are

beyond the control of State and local managers.55___/ If some
factors can be identified that have a clear and measurable

effect on the difficulty of preventing errors, it might be

appropriate to adjust error rates or, equivalently, error
thresholds to account for the differences among States. Such

adjustments would then, in theory, provide a better measure of

relative State performance. Error rates would reflect the

particularly difficult obstacles faced by some States, and

would "reward" those that have succeeded in lowering error
rates despite particularly difficult obstacles. This section

examines the feasibility of identifying factors that have a

systematic effect on error rates and adjusting error rates in

an equitable and methodologically sound manner.

question DI: Do differences in the complexity of the caseload
or local area characteristics explain some of
the differences in State error rates?

Finding: Extensive analyses of the variation in errors
identified a set of case characteristics and

local area socioeconomic characteristics that

make a statistically significant contribution to
observed differences in the incidence or amount

of errors. The characteristics, however, do not

show up in all models as contributors to
error. Case characteristics that affect the

55/This distinction is not always clear. Hanagers

who face large, dynamic caseloads, for example, are likely

to adopt a different set of administrative practices than

are managers who face small, stable caseloads. While these

managers cannot control the size or stability of the food
stamp population, they can control their response.
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probability or amount of errors are earnings,

household size, the receipt of AFDC and SSI, the

total number of medical, dependent-care, and

shelter deductions, and the presence of certain

assets. The only socioeconomic characteristic

found to have a significant effect on the

incidence of error was population density.

A major class of potentially important variables
could not be included in this analysis.

Measures of caseload dynamics--the rates at

which households enter or leave the program and

the frequency of changes in household circum-
stances--are simply not available. In their

absence, only part of the effect of caseload
characteristics on error is captured.

Question D2: Is there an empirical basis f'or adjusting State
error rates for differences in caseload

complexity or local area complexity?

Finding: The analysis does not provide a clear basis for
adjusting error rates. In a purely statistical

sense, many of the alternative adjustment models

developed in this analysis performed equally

well. The explanatory power was roughly the

same, the correlation between different adjust-

ments was reasonably high, and the regression

coefficients were significant. Thus, there is

no empirical way to select the "best" from among

the range of alternatives.

Moreover, the various models tested produced

error rate adjustments for particular States
that varied, depending on the model used. The

adjustments derived from the statistical models

are quite sensitive to the choice of the

included variables. For example, two models

that are identical in all respects, with the
exception that one includes a measure of

population density and the other does not,

produce adjustments that differ in direction for
9 States in 1984. Even for those States in

which the direction of the adjustment is un-

changed, the size of the adjustment changes.
Because of the manner in which liabilities are

determined under current law, even small changes
in the adjusted error rates can have substantial
fiscal consequences for some or all States.
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The sensitivity of the adjustments to different

specifications suggests that any selective focus
on those factors that make intuitive sense may

not improve equity. Choosing only those factors

that are commonly associated with high error

rates as the basis for an adjustment runs a
sizable risk of introducing error into the QC

measurement process. The adjusted rates in such

a system would not necessarily be better, only
different.

_loreover, the individual factors identified in

this analysis affect error rates through a
complex interaction. The effects of these

factors frequently move in opposite directions

and tend to offset each other. States vary

according to a number of dimensions, some of

which produce higher error rates and others
lower. In most States, the factors that make

the caseload more difficult to manage are

balanced by other factors that make the caseload

easier. Based on one model developed in this

analysis, about three-quarters of the States

would have had an adjusted 1984 error rate that
was not significantly different from the actual,

unadjusted error rate. Overall, the adjustment
lowers the error rate for fewer than half the

States and raises the error rate in the

remaining States.

Shoul d Adjust- If some States encounter more severe obstacles to accurate
ments Be Made certification than others, they might be found to have higher

for "Difficulty" QC error rates, even though their administrative resources and
or "Environ- procedures are comparable to that found in States that exhibit

merit"? lower measured error rates. If such were in fact the case, it

could be argued that State error rates should be adjusted to
reflect the effects of these factors so that the error rate

provides a "better" measure of relative performance.

Approaches for adjusting error rates for caseload difficulty

and the operating environment were formulated in two pieces of

legislation introduced in the 99th Congress: H.R. 1279,

introduced by Representative Matsui, and H.R. 2621, introduced
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by Representative Jeffords.56/ H.R. 1279 would adjust AFDC
liability thresholds upward based on three factors: the

presence of an AFDC-U program, the incidence of earnings in

the caseload, and a high population density. H.R. 2621 would

increase food stamp liability thresholds based on four

factors: the incidence of earned income in the caseload, the
proportion of households with five or more members, the rate

of caseload increase relative to the national average, and
high or low population density.

The projected effects of these two bills demonstrate that the

State-by-State impacts of error-rate adjustments are quite
sensitive to the selection and definition of adjustment

factors. Although these two bills have similar goals, and are

similarly constrained in that they provide only for increases

in thresholds (equivalent to reductions in error rates), they

have quite different results. Table III.7 shows how these two

bills would have changed Fiscal Year 1984 thresholds. On

average, H.R. 1279 would increase the threshold by 0.4

percentage points; H.R. 2621 would increase the threshold by

0.7 percentage points. The proposals tend to favor different
States; indeed, the correlation between the two sets of

adjustments is only .32. Moreover, almost no correlation

exists between these adjustments and the effects of the same
factors that emerge from an analysis of QC data. This

analysis developed statistical models of the actual effect of
the factors identified in H.R. 1279 and H.R. 2621 on error.

These results were then used to adjust State error rates in

1984. The correlation between these empirical adjustments and

the legislative adjustments is extremely low: .03 and .08,

respectively. These differences illustrate the difficulty of

defining an equitable approach to adjusting error rates or

thresholds based on "real world" operational experience,

without considering the complex interrelationships among the

many factors that can drive error rates up and down.

Does Caseload To address this problem, a rigorous study was performed to

Complexity or determine whether statistically significant relationships
Environment }lake exist between potential adjustment factors and error rates,

a Difference? and whether such relationships could be used to define a fair

adjustment policy. A multivariate analysis was conducted
using three types of variables to explain variation in error

rates: (1) geographic area characteristics; (2) caseload

56/H.R. 1279 applies liability threshold adjustment
factors to the AFDC program, but the same approach to

adjusting thresholds in the Food Stamp Program is employed
in Senate Bill S. 1362, introduced by Senator Evans.
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TABLE 111o7

ADJUS134ENTS10 1984 STATE PAYMENTERf_ RATE THRESHOLDS

UNDER_ LEGiSLATiVE PROPOSALS

HeRe 1279a HtR t ,2621b
AdJustment Due to . . . AdJustNnt Due to . . .

Actual

FY 1984 Official Popul at loft AdJusted Population House_ol d AdJusted

State Threshold (_) Error Rate _FDC-U Earnings Density Threshold Difference Earnings Density Size Threshold Difference

ABet)oN 7.00 13.35 O.0 0.2 O.0 7.20 0.2 0.2 0.5 0.2 7.90 0.9

AI&sKe 10.45 9.29 OeO 0,1 000 10.55 00! O.I 0.5 001 !1,15 0.7
Arizona 8036 9.]8 O,O 0.2 0.0 8.56 0.2 0,2 0.5 0.2 9,26 0.9

Arkansas 7,00 9066 000 0.2 0.0 7020 0,2 0.2 0.5 0.2 7.90 009

California 7.00 7,67 O,g 0.0 0.1 7.60 0.6 O.O 0.1 O.l 7,20 0.2

Colorado 7025 10.66 0,5 0.0 O,I 7o65 0.6 0.0 0.1 0.1 7,45 0,2

Connecticut 8.04 7oll 0,5 0.0 0.0 8.54 0.5 0.0 0,1 0.2 8.34 0.3

Delayers 7.00 6.40 0.5 0.1 0.0 7.60 0.6 O.J 0.] 0.1 7.50 0,5

Oletrlclr of Columbia 7,9) 8,80 0.0 0o0 0.5 8,4] 0,5 0.0 0,5 0.2 8.6] 007

Florida 7,4& 8,95 O.O O.I 0.0 7._ 0,1 O.I 003 0ol 7.96 0.5

Gdmrgl4 7.00 9.56 O.O 0.2 O.O 7,20 0.2 0.2 0.4 0.2 7.80 0.8

Guam 7,00 3.39 0.5 0,5 IdA -- _ 0.5 NA O. 5 _

Heuell ?.00 3.69 0.5 0,1 DoD 7.60 0,6 0,1 0,2 001 7.40 0.4

Idaho 7.00 6.U 0.0 0.2 0.0 7.20 0,2 0.2 0,5 0.2 7090 0.9

Illinois c 7000 8.51 ................

Indiana 7,00 8,64 0,0 0.2 0,0 7,20 0.2 0.2 0,5 002 7.70 0.7

ioue 7000 8.51 0.5 0.2 000 7.70 0.7 002 0._ 0.2 7.90 0.9

Kansas 7.20 7.35 0.5 O.I 0.0 7,80 0.6 001 0.4 001 7.80 0.6

Kmttucky 7000 8.98 O.O 0.2 O,0 7.20 0.2 002 O.4 0,2 7.80 0.8
Lon lstane 7000 10.16 O.O 0,1 0.0 7,10 0.1 0.1 0.5 0.1 7.70 0.7

Maine 7.00 6.7 0.O 000 000 7.00 000 000 0.5 001 7.60 0.6

Maryland 7.91 6.85 0.5 O.O 0.5 8.91 1,0 OeO 005 0.2 8,61 0.7

Massachusetts 7.45 9.86 0.5 0.0 0.0 7,95 0.5 0.0 Del Oo2 7.75 005

Michigan 7.00 6.46 005 0.0 O05 7,80 0.8 0. O O. 5 0.5 7.60 0.6

Minnesota 7.00 9.77 0.5 0o1 000 7.60 0,6 0. i 0,2 0.1 7,40 0.4

Mississippi 7.00 9,24 0.0 0.2 0.0 7,20 0.2 0,2 0,5 0.2 7,90 0.9

Missouri 7,04) 5.85 0,5 O,i 0.4 8,00 1,O 0. S 0.4 O. 1 7.60 0,6

Montana 8.46 8.77 0.0 0.2 000 8066 0.2 0.2 0.5 0.2 9.56 o.g

Nebraska 7,00 8,40 0.5 0.2 OeO 7.70 0,7 0,2 0.4 0.2 7,80 0e0

Nevada 7.OO 2054 O.O O.0 0,0 7.00 0.0 0.0 0.5 0.1 7.60 0.6

NamHampshire 7.76 8.18 OD0 0.0 0.0 7.76 0,0 0. O O.5 0.2 8.36 0e6

Non Jersey 7,00 7,47 0.5 0.0 0.5 8.00 1,0 O.0 0.5 0.2 7,70 0.7

New Mexico 7.60 11085 0,0 0.2 0.0 7.80 0.2 0.2 0.5 0.2 8.50 009

Non York 8.34 10014 0o5 O,0 O.O 8085 0.5 0, O 0.2 005 8,84 0.5

North Carolina 7.00 7.22 0.0 0.2 0,0 7.20 0.2 0.2 0.5 0.2 7.90 0.9

North Dakota 7,00 6.27 O.0 0.2 0.0 7.20 0e2 002 0,5 0,2 7.90 0.9

Ohio 7.00 6.65 0.5 0.1 0.1 7.70 0.7 0.7 0.1 0.1 7.50 0.3

Oklahoma 7.00 7,61 0.0 O.I 0,0 7,10 0.1 0,1 0.5 0.1 7.10 0.7



TABLE 111.7 (continued)

H?Rt 1279e . HtR? 2621b
AdJustment Oue to . . o AdJustment Due to . o .

Actual

FY 1984 Of flclal Population Adjusted Population Household Adjusted

State Threshold (_) Error Rate AFDC-U Earnings Density Threshold Difference Earnings Density Size Threshold Difference

Oregon 7,00 9.18 0,0 0,3 0.0 7,30 0,3 0,3 0.5 0,3 8.10 I,I

Pennsylvania 7.00 10o41 0,5 0.0 0,5 8.00 1,0 0,0 0.5 0,1 7.60 0.6

Rhode Island 7.25 7,08 0,5 O,O O,I 7,85 0.6 0,0 0.1 0,2 7,55 0.5

South Carolina 7,00 10.80 0.0 0.2 0.0 7,20 0,2 0,2 0.5 0,2 7.90 0,9

South Dakota 7.00 5.5g 0,0 0.} O,O 7,30 0,3 0.5 0,5 0,3 8, i0 i,1

Tennessee 7.27 6.09 0.0 0,2 0.0 7,47 0.2 0,2 0,4 0.2 8. O7 0.8

Texas 7.00 9,97 0,0 0.2 0,0 7°20 0,2 0,2 0.3 0,2 7.70 0,7

Utah 7,00 11,37 0°0 0,2 0,0 7.20 0,2 0.2 0.4 0,2 7.80 0.8

Vermont 7.00 9.71 0.5 0.1 0.0 7.60 0.6 0°1 0.5 0.1 7.70 0.7

Virgin Islands 6.32 7,63 0cO On7 HA -- -- 0.5 HA 0.5 ....

Vlrglnln 7.00 12.13 0.0 0,1 0,0 7.10 0.1 0.1 0.4 0,1 7,60 0.6
Washington 7.00 9,23 0,5 O,0 0°0 7,50 0,5 0.0 0°4 O,I 7.50 0,5

West Virginia 7.00 6,95 0,5 0,0 0,0 7,50 0.5 O.0 0.5 O,I 7.60 0.6
¥1sconsln 7.04 9,60 0,5 0.1 0,2 7.B4 0.8 0,1 0.2 0.1 7.44 0.4

Wyoming 7.17 9.08 0,0 0.3 0,0 7.47 0.3 0.3 0.5 0.3 0o27 I.i

&
Adjustments era as follows: presence of AFDC-U, add 0.5 percent; for each 201 Increment above national average of proportion of caseload with earnings, add 0,1 percent; and for

each 20][ Increment above the national average on population density, add 0.1 percent.

b
AdJustments ara as follona: for each 2Oil Increment above the national average of proportion of caseload elth earnings and proportion of canalond ,Ith 5 or more embers, add 0.1

percent; and for each 20_ Increment above or below national average on Population density, add 0.1 percent. A final varlabla_ rate of caseload increase, Is not Include4 because
the food stamp caseload declined bel_een 1983 and 1984. (H.R. 2621 defined the adjustment on the l_sls of growth relative to the national Increases°)

C
Because Illinois nas Involved In a demonstration during FY84_ Its error rates are not comparable to those of other States.



characteristics, and (3) individual State "indicator" variables

to capture unmeasured administrative characteristics and State
efforts to overcome difficult aspects of the caseload they

serve or their environment.57/ The analysis attempted to

identify characteristics associated with each review case that

affected the likelihood of its having a QC error and the amount
of the error, and thus the overall error rate for a State.

The analysis examined a wide range of local area charac-
teristics, as listed in Table 111.8. A total of 75 different

case characteristics were also considered as potential factors
that affect error rates:

o Household demographic characteristics, such as the age of
household members, ethnicity, citizenship, and employment
status

o Income, including earned and unearned income, and measured
as incidence and amount

o Resources, including liquid and non-liquid assets

o Case actions, such as whether or not expedited service had

been provided or work registration was required

A statistical model was constructed to estimate the effects of

these three sets of variables (local area characteristics,

caseload characteristics, and State indicators) on the pay-
ment-error rate. The payment-error rate is viewed in this

model as comprising its component parts:

(Overissuance X Average) + (Ineligible X Average)
Error rate = Rate Amount Rate Amount

Total Allotments

The analysis entailed estimating the effects of various
factors on each of the components of the overall error rate:

the incidence of overissuances, the average amount of over-

issuances when they occur, the incidence of issuances to

ineligibles, the average overissuance to ineligibles, and the

57/See Michael J. Puma and David C. Hoaglin, "The
Effect of Caseload Characteristics and Socioeconomic

Conditions on Food Stamp Payment Error Rates," Abt

Associates, Inc. (forthcoming).
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TABLE 111.8

GEOGRAPHIC AREA CHARACTERISTICS

USgD IN AN ANALYSIS OF DIFFICULTY FACTORS

Variable Description

Whether household resides within one of 30 largest cities

Percent of housing units that are vacant

Percent of population that are Black

Percent of population that are Spanish

Percent of households that are families

Percent of households that are female-headed

Percent of persons 25 years of age or older with 12 or more years of
education

Percent of civilian labor force that is unemployed

Percent of civilian labor force employed in agriculture

Percent of civilian labor force employed in manufacturing

Median family income

Percent of persons whose incomes are below poverty

Median gross rent for renter-occupied housing units

Total persons per square mile

Births per 1,000 resident population

Number of crimes per lO0,000 resident population

Number of violent crimes per 100,00 resident population



allotment amount, The impacts of each component were then

used as factors in an adjustment formula to derive adjusted
error rates.

The characteristics with statistically significant effects in

each of the separate models are summarized in Table III.9. It
is clear that the characteristics were not uniformly important

across the models. For the most part, six types of factors

appear to affect food stamp errors:

1. Earned income tends to increase the incidence of food

stamp errors and reduce food stamp allotments and error
amounts.

2. Unearned income tends to increase the incidence of

overpayment errors and reduce food stamp allotments and
error amounts.

3. Household size tends to increase the incidence and amount

of errors and to increase food stamp allotments.

4. Deductions tend to increase food stamp allotments and the

incidence of overpayment errors.

5. Resources tend to increase the incidence of ineligibility
errors.

6. Population denpit_ tends to increase the incidence of both
overissuance and eligibility errors.

Is There a Basis Given the findings reported above, the next question addressed

for Adjusting by the analysis is whether an empirical basis exists for

Rates? adjusting State error rates for factors with a statistical

impact on error. This question is important because a complex

adjustment process that is unstable or has only trivial effects
on error rates would not improve the overall QC process as a

basis for holding States accountable for their performance.

The results of an adjustment model for 1984 are shown in Table
III.10, Error rates are both increased and decreased: the

adjustments range from a reduction of nearly 3 percentage

points in Pennsylvania to an increase of over 2 percentage

points in California. The adjusted error rate is signifi-
cantly different from the reported error rate in only 15
States,
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TABLE III.9

DIRECTION OF TH_ EFFECTS OF CASELOAD AND SOCIOECONOMIC

CHARACTERISTICS ON FOOD STAMP ALLOTMENT, AND THE
INCIDENCE AND AMOUNT OF PAYMENT ERROR

Overpayment Error Ineligibility Error
Variables Allotment Incidence Amount Incidence Amount

Household Size

Numberof CaseMembers + + +

Numberof PersonsAges 18-59 + +

Earned Income

ReportedTotalEarnedIncome - - -

"True" Presence of Earnings +

ReportedTotalWage Income +

Unearned Income

TotalAFDCGrant - - +

Total Unearned Income

Other Than AFDC - - -

Receipto_AFDC + -
Occurrences of Institutional

UnearnedIncome + +

Occurrencesof SSS

Resources

True Presenceof Liquid Resources +

True Presenceof Real Property +

True Presenceof Vehicles +

Deductions

Medical Deductions +

Dependen[-Care Deductions +

Reported Shelter Costs +
Total Number of Deductions +

PopulationDensity + +



TABLE 111.10

COMPARISON OF 1984 STATE-REPORTED PAYMENT

ERROR RATES TO ADJUSTED ERROR RATES

State-Reported Error Rates Adjusted Error Rates Difference

State Error Rate Standard Error Error Rate Standard Error (Adjusted-Reported)

Alabama 8.01 0.45 7.67 0.55 -0.34

Alaska 9.34 1.40 I0.70 2.62 1.56

Arizona 9.58 0.49 10.99 0.73 1.41'**

Arkansas 9.55 0.70 7.79 0.77 -1.76'**

California 6.85 0.48 9.38 0.91 2.53***

Colorado 8.71 0.57 10.41 0.82 1.70_**

Connecticut 7.01 0.62 8.36 0.96 1.35

Delaware 6.57 1.00 7.68 1.66 1.11

Dlstrlct of

Columbia 8.91 0.91 6.27 1.38 -2.64***

Florida 7.69 0.44 8.12 0.62 0.43

Georgia 9.42 0.67 10.24 0.94 0.82

Hawaii 4.11 0.57 4.13 1.00 -0.02

Idaho 7.19 0.88 6.87 1.09 -0.32

Illinois a a ......

Indiana 8.51 0.57 8.41 0.71 -0.10

Iowa 8.22 0.66 8.30 0.80 0.08

Kansas 6.71 0.65 6.64 0.77 -0.07

Kentucky 8.91 0.54 9.02 0.71 0.11

Louisiana 10.05 0.72 9.90 1.05 -0.15

Maine 6.29 0.63 6.03 0.85 -0.26

Maryland 6.68 0.61 6.52 0.90 -0.56

Massachusetts 9.09 0.75 11._54 1.26 2.25**

Michigan 6.22 0.42 7.37 0.64 1.15'*

Minnesota 8.61 0.66 8.65 0.83 0.02

Mississippi 8.19 0.64 7.97 0.74 -0.22

Missouri 6,20 0.37 5.41 0.43 -0.79'**

Montana 8.43 0.83 8.95 1.16 0.52

Nebraska 8.64 0.70 7.51 0.76 -1.13'**



TABLE II1.I0 (continued)

State-Reported Error Rates AdJusted Error Rates Difference

State Error Rate Standard Error Error Rate Standard Error (Adjusted-Reported)

Nevada 2.26 0.54 2.67 1.17 0,41

New Hampshire 8.51 1.00 8.64 1.31 0.33

New Jersey 7.26 0.46 7.75 0.61 0.49

New Mexico 10.25 0.58 10.33 0.72 0.08

New York 9.15 0.70 9.28 1.27 0,13

North Carolina 5.31 0.52 4.83 0.58 -0.48

North Dakota 6.31 1.10 3.87 1.11 -2.44***

Ohio 7.12 0.44 7.B8 0.57 0.76**

Oklahoma 6.53 0.54 6,27 0.61 -0.27

Oregon 7.70 0.99 6.20 0.84 -1.50 _**

Pennsylvania 10.17 0.76 7,29 0.78 -2.88***

Rhode Island 7.23 0.60 7.43 0.79 0.02

South Carolina 7.97 0.53 9.44 0.70 1.47'**

South Dakota 3.63 0.62 3.48 0.69 -0.15

Tennessee 5.82 0.53 5.71 0.71 -0.11

Texas 7.15 0.63 7.13 0.68 -0.02

Utah 9.64 1.03 8.82 1.42 -0.82

Vermont 8.99 0.92 8.07 0.95 -0.92'**

Virginia 6.56 0.61 5.82 0.85 -0.74

Washington 9.18 0.49 9.75 0.68 0.57

West Virginia 6.08 0.57 6.58 0.75 0.50

Wisconsin 8.32 0.43 8.44 0.58 0.12

Wyoming 9,01 1.40 8.46 1.47 -0,55

allllnois was involved in a demonstration during FY84. T_us, its error rates are not comparable to
those of other States.

** Significantly dlfferent at the .05 percent significance level.

_**Slgniflcantly different at the .01 percent significance level.



The manner in which these factors affect the components of the
error rate and offset each other can be illustrated with the

results for two States, California and Pennsylvania, as shown

in Table III. 11. This table shows the separate effects of the

adjustment factors that have significant relationships to the

five components of the model: the allotment amount, the

incidence of overissuance, the amount of overissuance, the

incidence of issuances to ineligibles, and the amount of

issuances to ineligibles.58/

The data presented in Table III.il show how the individual

factors interact to produce a net adjustment. Take the
adjustment to the average allotment in California as an

example. If California had a caseload with characteristics

identical to the national average, California's adjusted

allotment amount per household would be about $3.00 higher

than the reported value. The $3.00 is the net effect of the

interaction among seven factors. For example, differences

from the national average in terms of the incidence of earned

and other unearned income and the average household size in

California tend to reduce the adjusted allotment amount. This

is more than offset by the upward adjustment due to

California's high AFDC benefits (relative to the national

average).

58/For the models that deal with the allotment

amount and incidence of errors (overpayment or ineligible),

the sum of the individual factor adjustments is approxi-

mately equal to the total adjustment (i.e., the difference

between the reported and adjusted values). For the two

models that focus on the amount of errors, however, the

adjustments cannot be summed because the underlying equa-

tions are nonlinear. Thus, Table III.11 shows, on the

"total" line, the total adjustment for each State based on

the model, not the sum of the individual factor adjustments.
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TABLE III.il

EFFECTS OF ADJUSTMENTS FOR

ENVIRONMENT AND CASELOAD CHARACTERISTICS

ON ERROR RATE COMPONENTS FOR SELECTED STATES

California Pennsylvania

Allotment ($)

TotalEarnedIncome(-) -7.9 -3.8

MedicalDeductions(+) +0.3 +0.02

DependentCare Deductions(+) +0.1 +0.08
Amountof AFDC Benefits(-) +49.2 -0.6
Amount of Other Unearned

Income(-) -21.9 +5.4

Numberof Personsin Case (+) -14.7 +6.9

ShelterCosts(+) -1.9 -0.4
Total +$3.00 +$8.00

Incidence of Overpayment (%)

PopulationDensity(+) -0.7 -2.0
True Presenceof Income(+) +0.3 +0.2

Numberof Deductions(+) +0.6 0

Occurrences of Institutional

UnearnedIncome(+) +0.8 +0.1

ReceiptofAFDC(+) -0.5 0

Number of PersonsAges 18-59 (+) -0.3 -0.1
Total +0.6% -1.4%

Amount of Overpayment ($)

TotalEarnedIncome(-) -0.02 -0.01

Amount of AFDC Benefits(-) +0.20 -0.002
Amount of Other Unearned

Income(-) -0.06 +0.015
Number of Personsin Case (+) -0.04 +0.017

Totala +$5.40 -0.70

Incidence of Ineligibility (%)

PopulationDensity(+) -0.4 -1.2
AmountofWage Income(+) +0.2 0

ReceiptofAFDC(-) +0.6 0
Occurrencesof SSI(-) -0.3 0

Occurrences of Institutional

UnearnedIncome(+) +0.4 0



TABLE III.11 (continued)

California Pennsylvania

Incidence of Ineli_ibilit_ (%) (continued)

Numberof PersonsAges 18-59(+) 0 0
True Presence of Liquid (+)

Resources(+) 0 0
True Presence of Real

Property(+) +0.1 -1.6
TruePresenceof Vehicles(+) 0 0

Total +0.8,% -2.4%

Amount of Ineligibility

TotalEarnedIncome(-) -0.04 -0.02

Amount of AFDC Benefits(-) +0.24 -0.003
Amount of Other Unearned

Income(-) -0.16 +0.04

Number of Personsin Case (+) -0.08 +0.04

Totalsa +$25.80 +$12.40

aIndividual adjustments are not additive because the form of the model is

exponential.



In the same fashion, the reported incidence and amounts of
errors are adjusted upward, but all of these changes are the

net effects of both negative and positive adjustments due to
individual factors.59/

The major point of this illustration is that adjustments to

State error rates reflect a complex interaction among a number
of factors commonly thought to be beyond the control of State

and local managers. States vary according to a number of
dimensions, some of which tend to increase error rates while

others lower them. In most States, the factors that tend to

increase error rates are balanced by other factors that tend
to lower them. This means that a selective focus on a few

factors might actually make comparisons among States less
accurate.

The results presented thus far were based only on one of many

adjustment models developed from the same data during the
course of this analysis. In a purely statistical sense, many

of these earlier variants performed equally well: the explan-

atory power was roughly the same, the correlation between the

different adjustments was reasonably high, and the regression

coefficients were significant. Thus, there is no empirical

way to select the "best" from among the range of alternatives.

59/The role played by the level of AFDC benefits in
explaining variation in food stamp error rates is
illustrated by these results. Where AFDC payment standards

are high and food stamp benefits correspondingly Iow, the
effect is to lower the denominator in the formula for the

food stamp payment-error rate, which yields a higher error

rate; the reverse is true in States with low AFDC payment

standards. In a special analysis of this interaction, it
was shown that taking AFDC payment standards into account as

an error-rate adjustment factor would increase error rates

in 37 States and lower error rates in 15. (See Nancy

Burstein, "Impact of AFDC Payments on Food Stamp Payment

Error Rate," Abt Associates, Inc., forthcoming. The results
were obtained for 52 States because Illinois was not

included in this analysis. The District of Columbia, Guam,
and the Virgin Islands were included.) For some States, as

for California, exceptionally high or low AFDC benefits can

generate an important adjustment to components of the

payment-error rate. As with all of the other factors found

to be significant individually, however, this factor may be
largely offset by other factors that contribute opposing

adjustments.
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However, a sensitivity analysis of the modeling results

reported above indicates that the adjustments are quite sensi-
tive to the choice or specification of explanatory variables

used, and to year-to-year differences in QC samples. For

example, two adjustment models were estimated, identical in

all respects with the exception that one included a measure of

population density and the other did not. These two models
produced adjustments that differed in direction for 9 States.

Even for those States in which the direction of the adjustment

was unchanged, the size of the adjustment changed. Population
density appears to be an important variable in explaining

differences among States, and its exclusion may well distort
the final adjustments.

A strong possibility exists that the exclusion of other,

equally important factors may have the same distorting
effect. Of greatest concern is the absence of measures of

caseload dynamics--the rates at which households enter and

leave the program and the frequency with which their household

circumstances change. Their inclusion would almost certainly

result in different adjustments for some States. These

measures simply do not exist and cannot be incorporated into

an adjustment. In their absence, there is no way to know

whether the adjusted error rates based on existing data are

better than the unadjusted rates or simply different.

The potential for year-to-year variation in adjustment results

also presents a problem. To be acceptable, an adjustment

procedure should be relatively stable from one year to the
next. Wide swings in the size or direction of error-rate

adjustments would probably raise serious questions about the
fairness or usefulness of the entire adjustment process.

Thus, the models used in the error-rate analysis were esti-
mated with both Fiscal Year 1984 and Fiscal Year 1985 QC

sample data. 60/ This analysis found ten States with large

changes (i.e,, more than one percentage point) in the adjust-

ments from one year to the next. In seven of these ten

States, the direction of the adjustment changed, up in one

year and down in the other, Twenty States experienced

moderate changes (more than half but less than a full per-

centage point). And in another 20 States the difference

60/Because population density figures for office

areas could not be linked to the 1985 QC data, population
density was omitted from the models in comparing 1984 and

1985 results. The basic conclusion about year-to-year
variation, however, is not affected by this departure from

the model results reported earlier.

107



between the 1984 and 1985 adjustment was less than half a

percentage point. In some cases, these differences are large

enough to make substantial financial differences. For

example, New York's error rate would have been adjusted upward

by 0.8 percentage points in 1984 but by 2.3 points based on
the 1985 sample. The difference in the adjustment would have

meant a difference of $5 million in financial liability.

Given the results of the analysis to date, which have been

based on currently available data and modeling techniques,

there appears to be no empirical foundation for adjusting

error rates to account for tile difficulty of program adminis-

tration or the socioeconomic environment of the program.

Although considerable progress has been made in identifying

factors that contribute to variations in error rates, there is
no empirical way to choose between competing specifications.

Moreover, the results of the analysis are too sensitive to
relatively minor changes in the definition of explanatory

variables to provide an equitable and stable basis for adjust-
ing error rates.

CONCLUSIONS

o Extensive analyses of the variation in error rates identi-

fied a set of factors that have significant effects on the

components of the error rate: the incidence of overissu-

ances and issuances to ineligibles, the amount of overissu-

ances and issuances to ineligibles, and the average allot-
ment amount. These factors include the presence of earn-

ings, the receipt of AFDC and other types of unearned

income, household size, deductions, the presence of certain

assets, and population density. This implies that there

may be a potential to develop a better measure of the rela-

tive performance of States. Building such an adjustment

model, however, presents serious problems. A major class

of potentially important factors--measures of caseload

dynamics--could not be included because of data limita-

tions. In their absence, the effect of the measured

variables must be interpreted with some caution.

o Analyses indicated that errors are affected by a complex
interaction of variables that offset or enhance one another

to varying degrees across and within States. States vary

in a number of ways, some of which lead to higher error
rates, while others lead to lower rates. This means that

adjusting error rates by a few indicators with prespecified
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adjustments may not improve the measure of a State's error
rate.

o The analysis to date does not provide a clear basis for

adjusting State error rates. Many adjustment models

perform equally well, and there is no empirical way to
select the "best" from among them. Moreover, the error-
rate adjustments are very sensitive to the choice of the
variables included. Because of the manner in which

liabilities are determined under current law, even small

changes in the adjusted error rates can have substantial
fiscal consequences.
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IV. POLICY ISSUES: ERROR RATE TARGETS AND FINANCIAL

LIABILITIES

Under the current law, an important application of error-rate

information is to provide a basis for judging State perfor-
mance relative to a legislated standard, and for establishing

State liabilities for failure to meet the defined performance

standard. Defining a performance standard and establishing a

method for imposing financial liabilities are inherently

policy issues. In contrast, the issues discussed in Chapter

III, although they interact with these policy issues, pertain
largely to technical issues about methods: how best to define

error and collect data on its occurrence, so that the result-

ing data depict the performance of States as accurately and

fairly as possible.

However, issues associated with performance standards and

liabilities pertain to goals and incentives, and will ulti-

mately be resolved by policy debate rather than technical

analysis. This chapter focuses on three broad questions about
standards and liabilities:

***********************************************************

MAJOR POLICY ISSUES

Issue A: How, and at what level, should the performance
standard or threshold used to establish liabilities

be set?

Issue B: What method should be used to compare State error

rates with the performance standard in order to
decide whether or not a State has met the standard?

Issue C: How should the amount of liability be calculated?

***********************************************************

In this chapter, the broad issues concerning error-rate

targets and fiscal liabilities are divided into three

groups. Just as with the more technical issues discussed
earlier, any amendment of current QC policy must recognize the

interactions among the issues and the potential tradeoffs.
Choices about each aspect of the system can enhance or offset

the consequences of other design decisions. For example, the

threshold could be set at a point lower than current law, but

with no change to total liabilities if the rate at which lia-
bilities are assessed is altered to account for the lower

threshold. Alternative methods for defining a liability

threshold level are discussed in Section A. In Section B,
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alternative approaches for making decisions on assessing

liabilities are presented, and, in Section C, various ways to
calculate the amount of the liability are examined. A con-

sideration of possible changes to the QC system, however, must

include a careful examination of the joint effects of these

particular issues.

A. ESTABLISHING A PERFORMANCE STANDARD

Congress has established a target for the food stamp pay-
ment-error rate--5 percent--which all States must meet or risk

facing financial liabilities for excessive errors. This

policy establishes an "arbitrary" or "judgmental" threshold,

in the sense that no empirical analysis has established 5

percent as the "right" target. The 5 percent target reflects

a political consensus. It accepts the notion of some unavoid-

able level of error in food stamp certifications, but still

sets incentives to make substantial improvement over the
current performance of most States. The current 5 percent

target is the final step in a phased-in threshold reduction

sequence mandated by the 1980 and 1982 amendments to the Food

Stamp Act.

Although error rates have declined in recent years, they have

not fallen as rapidly as error-rate targets; thus, perfor-

mance-based liabilities have increased dramatically. This

increase in liabilities has given rise to renewed debate over

liability thresholds and the appropriate methods for comparing

performance with targets and thus identifying States subject

to liabilities. This section of Chapter IV examines two

questions about liability thresholds:

Question Al: What methods could be used to establish
liability thresholds, and what are their

advantages and disadvantages?

Finding: No sound empirical method exists for setting the
level of liability thresholds. Setting thres-
holds based on the cost-effectiveness of further

error reduction is not practical because it is

infeasible to predict or measure the benefit

savings due to various error-reduction steps
consistently across State agencies, or even to

identify the costs of error reduction in con-

sistent terms. Setting targets based on recent

error-rate performance would introduce instabil-
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ity into the error-rate target. Setting error-
rate targets is most appropriately a policy

decision that rests on tradeoffs among (1)

accurate program administration, (2) the recog-

nition of some level of unavoidable error, and

(3) the appropriate allocation of the cost of
issuance errors between States and the federal

government.

Question A2: What is the appropriate relationship between
food stamp liability thresholds and thresholds
in other benefit programs?

Finding: Comparisons between the characteristics of the
food stamp and AFDC caseloads can be considered

in any evaluation of the relative thresholds in

these two programs. Similarly, differences in

the complexity of program rules and program
funding incentives can be taken into account.

Differences in caseload characteristics explain
almost all of the difference between food stamp

and AFDC error rates. Program-specific rules
account for a large portion of errors in both

programs.

No compelling empirical evidence exists to

suggest that the food stamp liability threshold
should match the threshold used in the AFDC

program.

How_ and at What Five basic approaches could be taken in setting
Level, Should thresholds. Each has its own potential advantages and

Liability disadvantages, administrative implications, and associated
Thresholds incentives for program performance.
Be Set?

A zero threshold approach is one in which any error rate

greater than zero leads to a liability. A zero threshold
would give States strong incentives to avoid issuing any

erroneous benefits. It implies financial liabilities even for

those States that exhibit very low error rates, and implies a
decision to extend financial incentives to reduce errors to
all States.
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A relative threshold approach sets a threshold based on the
overall pattern of the recent error-rate performance of all

States. For example, the threshold for liabilities could be

set each year at the level of the lowest observed error rate

in that year or the previous year, in which case all States

but one would be subject to liabilities. Alternatively, the

threshold could be set at some higher point in the distribu-

tion of error rates (e.g., the 25th percentile, or the median
error rate). Setting the threshold on such a basis would be

supported by evidence that the target is attainable, but would

most likely always leave at least some States subject to

performance liabilities.61/ This method also has the disad-
vantage of creating error-rate targets that are unstable.

Goals would be adjusted each year, and a particular State

might be subject to a liability in one year and not face a
liability in another year, even with the same error rate in

both years.

A State-specific threshold sets an individual threshold for
each State based on its operating environment. A single
national threshold confronts all States with the same standard,

regardless of possible differences across States in terms of

the difficulty, cost, or potential impact on other program

goals of reducing their error rates to the standard. In the
past, State agencies have raised questions about whether the

particular operating circumstances of each State should be

considered in setting its error-rate target.

This point of view is a corollary of arguments for adjusting
error rates to reflect differences across States in terms of

caseload characteristics or program environment. Adjusting

State liability thresholds based on the severity of such

factors is an alternative to adjusting each State's observed

error rate before comparing it with a standard threshold, as

described in Chapter III. As pointed out in Chapter III,

however, a far-ranging analysis that succeeded in identifying

factors that affect error rates does not provide a clear basis

for selecting an adjustment model. Equally good, alternative

models produce sharply different adjustments for the error
rates of different States. The same problems confront any

attempt to adjust error-rate targets.

61/In theory, for example, all States could meet a

target set at the 25th percentile in the distribution of the

previous year's error rates, but it is unlikely that all

States with higher error rates the previous year could

improve their performance sufficiently in one year to avoid

liabilities the next year.
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A "benefit-cost" approach, for the nation as a whole or for

individual States, would set targets at the point at which the

cost of reducing error rates is judged to exceed the savings

from reducing issuance errors further. State targets would be

adjusted to ensure that they encourage error reduction only

when it is cost-effective to do so (i.e., when the savings

that will accrue from a given reduction in error are expected

to exceed the administrative cost of achieving the error
reduction).

There is no reasonable prospect that a sound method can ever

be developed to adjust State thresholds based on the cost-

effectiveness of error reduction. Although demonstrations

have been conducted to test the effects of some (but not all)

error-reduction strategies, the design of these demonstrations

precluded any clear conclusions about cost-effectiveness, or

any generalization of the results to other States or other

strategies. The cost-effectiveness of particular corrective

action strategies is likely to vary according to each State's

error rate, the methods it has already applied to prevent

errors, and the local administrative factors that affect the

cost of error-reduction efforts. Moreover, new strategies are

being introduced continuously, and any assessment of cost

effectiveness would thus quickly become out of date. It is

very unlikely, therefore, that it will be possible to develop

a standard approach that would equitably adjust error-rate

targets for all States based on a consistent analysis of each

State's options for reducing errors.

An arb!trary or Judgmental threshold approach sets targets at

a level Judged by policymakers to be politically acceptable.

The present 5 percent threshold is based on an "arbitrary"

rather than an empirical process.

There is no available empirical evidence that can be used to

develop the "right" threshold, nor any evidence that the
results of the alternative methods described above would be

more acceptable to State or federal agencies or more equitable
to the relative interests of different States. The level at

which a national threshold should be set remains a policy

question about how the cost of program errors should be

allocated fairly between State and federal governments.
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CONCLUSIONS

o No theoretically or empirically superior method exists for

establishing liability thresholds. Analysis can suggest
the relative merits of different threshold levels, but

cannot develop an unequivocal, correct level.

How Should the Although no "correct" liability threshold can be derived from

Food Stamp available data and analytical methods, information is available
Threshold which can provide a context for setting the liability thres-

Compare with hold in the Food Stamp Program both in terms of overall com-
the AFDC plexity of the program and relative to the threshold used in

Threshold the AFDC program. Food stamp error rates have been consist-

ently higher than AFDC error rates. In Fiscal Year 1984, for

example, these rates for the nation as a whole were 8.6

percent and 6.0 percent, respectively--a difference of 2.6
percentage points. Several analyses were conducted to
determine the reasons for this difference.

The first set of analyses illustrates the contribution that

complex aspects of Food Stamp Program design make to current
error rates.62/ These analyses, based on Fiscal Year 1984 QC

data, estimated the effect of "defining away" errors by using

two approaches for simplifying food stamp eligibility

policy. The first was a simulation of the effect on error

rates of instituting a "standard benefit policy" for "pure"

AFDC/food stamp households, under which food stamp benefits
would be determined from a simple table based only on house-

hold size, the presence of earnings (but not the amount), and

the presence of an elderly or disabled member.63/ The second

62/The analyses described below are contained in
James Ohls and Jennifer Schore, "Potential Effects of

Program Changes on Food Stamp Program Error Rates,"

Mathematica Policy Research, Inc. (forthcoming).

63/"Pure" AFDC/food stamp households are those in
which all individuals participate in both programs. A

policy of this sort was in fact implemented and evaluated in

the Illinois Simplified Application Demonstration. A

similar simplifying policy was implemented by Oklahoma in
the same demonstration. Those results are discussed in

Chapter III of this report.
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study examined the potential effect of eliminating the shelter
cost deduction on error rates.

As shown in Tables IV.1 and IV.2, such design simplification

could reduce current food stamp error rates, although the

advantages of simplification would have to be weighed against

the "benefit-targeting" purposes of current rules, such as the
shelter cost deduction. For example, applying the "standard

benefit policy" nationally would have resulted in a 12 percent

decline in overpayment-error rates (from 8.6 to 7.6 per-

cent). Eliminating the shelter deduction would have reduced

the payment-error rate by almost 7 percent (from 8.6 to 8.1

percent).

Another way of thinking about where the threshold should be

set is to compare the AFDC and Food Stamp Programs. Are the
problems that face food stamp administrators different from

those that face other programs? If they are, it would provide
some indication about where the threshold should be set.

Although both food stamp and AFDC error rates have declined,
error rates remain consistently higher in the Food Stamp

Program, as shown in Table IV.3 for FY 1984. Reported pay-

ment-error rates were significantly higher (at the 10 percent

level) for food stamps than AFDC in 40 of the 51 State agen-

cies for which the comparison could be made. In no instance

was the AFDC reported payment-error rate significantly higher

than the food stamp rate.

State agencies, however, also face different thresholds for

financial liabilities in the two programs: a 5 percent

payment-error rate threshold in food stamps and 3 percent in
AFDC. To review relative thresholds and error rates in the

two programs, it is essential to identify as clearly as

possible the sources of error-rate differences. Three

hypotheses have been proposed to account for differences in

error rates between the two programs:

1. Differences in client characteristics. The population

served by the FSP may be more difficult to administer

correctly, particularly because it contains more cases

with earnings.

2. Differences in program desisn complexity. The Food Stamp
Program design may be more complex, and therefore more
difficult to administer without error.

3. Differences in pro_ram administration. States may devote
more care to administering the AFDC program than the FSP,

both because they have a greater sense of "owning" their

AFDC programs and because they share the cost of the AFDC

benefits with the federal government.
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TABLE IV.1

ESTIMATED 1984 ERROR RATE REDUCTION

UNDER A STANDARD BENEFITS POLICY

Household Type
Pure AFDC Other Ail Households

Payment Error a
1984Rate 5.3b 11.0b 8.6

EstimatedPercentReduction 48.2% - 12.2%

Adjusted1984Rate 2.8 i1.0 7.6

Underpayment Error
1984Rate 1.7 2.7 2.3

EstimatedPercentReduction 50.4% - 15.3%

Adjusted1984Rate 0.8 2.7 2.0

Case Error
1984Rate 19.5 25.1 23.4

EstimatedPercentReduction 55.0% - 14.3%

Adjusted1984Rate 8.8 25.1 20.0

NOTE: Analysis is based on a weighted sample of case data from the

July-August 1984 quality control sample.

aIncludes overissuances and issuances to ineligibles.

bWeighted rates are derived from national average of State-regressed QC
error rates.



TABLE IV.2

ESTIMATED 1984 ERROR RATE REDUCTION

WITH THE ELIMINATION OF SHELTER DEDUCTION

_ousehold Type
Pure AFDC Ot_er Ail Households

Payment Error a
1984Rate 5.3b 11.0b 8.0

Estimated Percent Reduction 9.7% 5,7% b.8%

Adjusted1984Rate 4.8 10,4 8.1

Underpayment Error
1984Rate 1.7 2.7 2.3

Estimated Percent Reduction 31.O% 10.2% 16.5%

Adjusted1984Rate 1.2 2.5 2.0

Case Error

198_ Rate 19.5 25.1 23.4

Estimated Percent Reduction 25.9% 13.8% 17.7%

Adjusted1984Race 13.9 21.7 19.2

NOT_: Analysis is based on a weighted sample of case data from the

July-August 1984 quality control sample.

aIncludes overissuances and issuances to ineligibles,

bweighted rates are derived from national average of State-regressed QC
error rates.



TABLE IV.3

STATE-RPJPORTED PAYMENT ERROR RATES FOR

FOOD STAMPS AND AFDC - FY 1984

State Food Stamps AFDC

Alabama 8.01 2.73

Alaska 9.34 9.28

Arizona 9.58 I1.30

Arkansas 9.55 3.90

California 6.85 3.27

Colorado 8.71 3.53

Connecticut 7.01 3.13

Delaware 6.57 5.44

District of Columbia 8.91 10.54

Florida 7.69 1.07

GeDcgia 9.42 6.54

Guam 4.22 -

Hawaii 4.11 5.38

Idaho 7.19 5.56

Illinois a

Indiana 8.51 4.02

Iowa 8.22 3.48

Kansas 6.71 4.22

Kentucky 8.91 3.98

Louisiana 10.05 5.87

Maine 6.29 4.14

Maryland 6.68 5·40

Massachusetts 9.09 6.95

Michigan 6.22 8.92

Minnesota 8.81 2.07

Mississippi 8.19 2.50

Missouri 0.20 3.63

Montana 8.43 4.81

Nebraska 8.64 5.86



TABLE IV.3 (continued)

State FoodStamps AFDC

Nevada 2,26 1.78

NewHampshire 8.31 6.37

NewJersey 7.26 3.78

NewMexico 10.25 b.30

NewYork 9.15 5.60

NorthCarolina 5.31 3.O1

NorthDakota 6.31 2.03

Ohio 7.12 5.95

Oklahoma 6.53 2.80

Oregon 7.70 3.68

Pennsylvania 10.17 10.11

R_odeIsland 7.23 3.40

SouthCarolina 7.97 7.45

SouthDakota 3.63 2.54

Tennessee 5.82 4.09

Texas 7.15 4.85

Utah 9.64 6.36

Vermont 8.99 4.28

Virgin Islands 11.64 1.90

Virginia 6.56 2.38

Washington 9.18 3.48

WestVirginia b.08 4.19

Wisconsin 8.32 5.76

Wyoming 9.01 3.89

TOTAL 7.83 5.13

alllinois was involved in a food stamp demonstration during FY84;

hence, its error races are not comparable to other States.



A second set of studies was conducted to address these

issues. The analyses and results for each hypothesis are
described below. 64/

Differences in Client Characteristics. Testing the hypothesis

about the relative difficulty of administering food stamp and
AFDC caseloads required answering the following question:

What would the food stamp payment error rate be if the food

stamp caseload were identical to the AFDC caseload?

The results of this simulation analysis indicate that case

characteristics indeed account for virtually all of the

difference between the payment-error rates of the two

programs. As shown in Table IV.4, in 29 of the 47 States

where the 1984 reported food stamp payment-error rate exceeded

the AFDC rate, the simulation pulls the food stamp error rate
below the actual AFDC error rate. In other words, the

observed difference between food stamp and AFDC error rates is

fully explained in those 29 States by differences in caseload
characteristics.65/ In 17 of the remaining States in which

the food stamp error rate was higher, the simulation yielded a

lower food stamp payment-error rate, but it remained above the

actual AFDC error rate.66/ For these States, case

characteristics explain part, but not all, of the present

excess of food stamp error rates above AFDC rates.

For the nation as a whole, case characteristics account for

all of the difference between food stamp and AFDC payment
error rates. This simulation indicates that, if the Food

Stamp Program were serving the same population as the AFDC

program, its error rate in FY 1984 would have been about 4.0

percent, compared with the AFDC rate of 5.1 percent.

Two differences between the food stamp and AFDC caseloads were

identified as major contributors to the error-rate dif

64/This analysis is reported in Nancy Burstein,
Marie Hojnacki, and Kaye Husbands, "Differences Between Food
Stamp and AFDC Error Rates," Abt Associates, Inc.

(forthcoming).

65/In an additional 4 States, actual AFDC error

rates exceeded actual food stamp rates, and this difference

is accentuated further when food stamp error rates are

simulated for the AFDC population.

66/In one State, Alaska, the simulation yielded a

higher food stamp error rate.
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TABLE I V.4

SIMULATED FO00 STAMP PAYMENT ERROR RATES (PER)

FOR AFDC RECIPIENTS

Percent of AFDC/Food

Simulated Food Stamp Difference

Actual Reported State Reported Stamp PER Explained by Case

1984 Food Stamp PER 1984 AFDC PER for AFDC Cases Characteristics

State (1) (2) (3) (4)

Alabama 8.01 2.73 3.21 91

Alaska 9.34 9.28 10.25 0

Arizona 9.58 11.30 3.77 100

Arkansas 9.55 3.90 5.30 75

California 6.85 3.27 4.38 69

Colorado 8.71 3.53 5,30 66

Connecticut 7.01 3.13 3.54 90

Delaware 6.57 5.44 2.62 100

District of Columbia 8.91 10.54 6.04 100

Florida 7.69 1.07 2.17 83

Georgia 9.42 6.54 4.80 100

Hawaii 4,11 5.38 2.96 100

Idaho 7.19 5.56 3.91 100

Indiana 8.51 4.02 1.58 100

iowa 8.22 3.48 4.50 79

Kansas 6.71 4.22 3.82 100

Kentucky 8.91 3.98 4.26 94

Louisiana 10.05 5.87 3.35 100

Maine 6.29 4.14 1.90 100

Maryland 6.68 5.40 5.29 100

Massachusetts 9.09 6.95 7.50 74

Michigan 6.22 8.92 4.97 100

Minnesota 8.61 2.07 5.29 51

Mississippi 8.19 2.50 3.47 83

Missouri 6.20 3.64 2.87 100

Montana 8.43 4.81 8.12 8

Nebraska 8.64 5.86 5.06 100

Nevada 2.26 1.78 0.57 100

New Hampshire 8.31 6.37 6.01 100

New Jersey 7.26 3.78 2.85 100

New Mexico 10.25 6.30 5.49 100

New York 9.15 5.60 3.95 100

North Carolina 5.31 3.01 1.83 100

North Dakota 6.31 2.03 4.46 43

Ohio 7.12 5.95 4.47 100



TABLE IV.4 (continued)

Percent of AFDC/Food

Simulated Food Stamp Difference

Actual Reported State Reported Stamp PER Explained by Case

1984 Food Stamp PER 1984 AFDC PER for AFDC Cases Characteristics

State (1) (2) (3) (4)

Oklahoma 6.53 2.80 2.18 100

Oregon 7.70 3.68 2.89 100

Pennsylvania I0.17 10.10 3.55 100

Rhode Island 7.23 3.40 2.20 I00

South Carolina 7.97 7,45 4.41 100

South Dakota 3.63 2.54 1.55 100

Tennessee 5.82 4.09 2.43 100

Texas 7.15 4.85 4.56 100

Utah 9.64 6.36 7.22 74

Vermont 8.99 4.28 4.96 86

Virginia 6.56 2.38 0.73 100

Washington 9.18 3.48 5.60 63

West Virginia 6.08 4.19 2.10 100

Wisconsin 8.32 5.76 5.80 99

Wyoming 9.01 3.89 2.96 100

Virgin Islands 11.64 1.90 1.47 100

TOTAL 7.83 5.13 3.96 100

NOTE: Column (4) is calculated as ((1) - (3)) / ((1) - (2)). It Is bounded by 0 and 100 percent.

This value is shown as 100 percent for States in which the simulated FSP PER is less than the

AFDC PER as well as for States where the calculated ratio would be greater than 100 percent.



ferences. First, the Food Stamp Program serves additional

types of households (single individuals, two-parent families,
childless couples, and elderly persons) that exhibit higher

error rates than the remainder of the food stamp caseload;

these additional household types explained almost half of the

difference between the actual food stamp error rate and the

simulated food stamp error rate for the AFDC caseload (about

1.6 percentage points). Second, even for food stamp house-

holds that are generally similar to AFDC cases (approximately

one-half of all households), differences in composition--most

notably the proportion of households with earned income--

contribute to higher food stamp error rates. This difference

increases the food stamp error rate by 2.2 percentage points.

Program Design Complexity. Additional analysis was conducted

to examine the possibility that differences in program
complexity also contribute to differences in error rates

between AFDC and food stamps. If one program's legislative

and regulatory requirements are more complex, eligibility

staff might find it more difficult to understand and apply

them, which might contribute to higher observed error rates.

This analysis focused on the frequency with which errors

occurred (1) in both programs, (2) only in AFDC, and (3) only

in food stamps. The analysis was based on Fiscal Year 1984 QC

error findings for cases with identical case composition that

received both food stamps and AFDC from the 29 States for

which integrated review results were available. Focusing the

analysis on this population ensured that case characteristics

did not contribute to differences in food stamp and AFDC error

findings, since the samples examined for the two programs were
identical. The analysis assumed that, because these "pure"

AFDC/food stamp cases are handled by a single eligibility

worker or benefit from the information collected for AFDC,

differences in program administration had no effect.67/

However, because of the analytical focus and sample, the

quantitative findings from the analysis must be interpreted
with caution,

The results indicate that program-specific regulations are a

large factor in QC errors. As shown in Table IV.5, 18 percent

67/There are in fact some agencies in which separate

workers handle eligibility determination for the two

programs, even for such pure AFDC/food stamp cases. To some
extent, therefore, differences in program administration

could have a marginal effect on these findings, attributable

to differences in the complexity of policy.
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of the 11,000 cases had errors, but only a third of those (6

percent) had errors in both programs. Moreover, some cases

with errors in both programs actually had multiple variances

that reflected different errors in the two programs. Conse-
quently, only 19 percent of all variances that were found

actually applied to both programs; 81 percent of all variances

arose from program rules peculiar to one or the other program.

Cases with food stamp errors only accounted for 7 percent of

all the sample cases, and AFDC-only errors for 5 percent, as
shown in Table IV.5. An analysis of the differences between

AFDC and food stamp regulations, and of the incidence of

particular error types, helped identify the regulations

peculiar to each program that contribute to the surprisingly

large incidence of single-program errors. In the Food Stamp
Program, program-specific rules pertaining to the excess
shelter deduction and unearned income accounted for most of

the errors that affect only food stamps. In AFDC, program-

spectfic rules pertaining to basic program requirements
(deprivation, child support, and work registration) and needs

and case requirements contribute to the majority of AFDC-only
errors.

Program-specific regulations governing both programs thus

contribute heavily to the incidence of QC errors. This

analysis suggests that the effect of program-specific rules

may be slightly more pronounced in the Food Stamp Program,

because the incidence of program-specific errors was somewhat

higher than the comparable effect in AFDC. Thus, the design

complexity of the Food Stamp Program may be seen as contri-

buting marginally to the observed difference between food
stamp and AFDC error rates, although this contribution is not

as pronounced or certain as the effects attributable to
differences in caseload characteristics.

Administrative Effects. A third factor that could help

explain higher food stamp error rates is the different

administrative structure of AFDC and food stamps. A
hypothesis is sometimes advanced that the States' share in the

cost of AFDC benefits creates a stronger incentive to reduce

or avoid errors than in the Food Stamp Program, where benefits

are entirely federally financed. Responsibility for a share

of AFDC benefit payments, according to this hypothesis, can

lead State agencies to devote more careful attention or more
administrative resources to the AFDC eligibility process.

Available data are insufficient to allow a conclusive analysis
of administrative effects. However, exploratory analyses

provide at least some indirect suggestion of possible
effects. Error findings were analyzed for two sets of food
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TABLE IV.5

CASE ERROR FINDINGS BY PROGRAM

AFDC Error Status

Food Stamp Error Status No Overpayment Overpaid/Ineligible

NoOverpayment 82% 5%

(9,114) (558)

Overpaidor 7% 6%

Ineligible (755) (658)

NOTE: Cases examined are "pure" AFDC/food stamp households from States

with integrated QC reviews in Fiscal Year 1984.



stamp cases drawn from the 1984 QC data: (1) "pure" AFDC/food

stamp cases (those that receive benefits from both programs,

and in which the case composition is identical for the two

programs); and (2) "lookalike" cases (those that receive only
food stamps, but fit the same case composition criteria).68/

Cases that receive AFDC as well as food stamps could be

expected to experience the benefits of AFDC administration, in
that any information discovered by the AFDC program would

probably be made available to the food stamp program as we11.6__99/

Since the "lookalike" cases did not receive AFDC, however,

they were obviously different from those that did. As a

group, they had more income, primarily earned, from sources
other than AFDC.

The results of the analysis do not suggest that participation

in AFDC leads to a case's receiving greater administrative

attention and thus being less prone to error. When a multi-

variate analysis controlled for household size and the receipt
of earned and unearned income, it was found that the receipt

of AFDC significantly increased rather than decreased the

payment-error rate. The conclusion of this exploratory

analysis is that, if differences in administration contribute

at all to differences in AFDC and food stamp error rates,

their effect is more likely to reduce food stamp errors
relative to the AFDC rate.

68/For both the AFDC/food stamp cases and the
"lookalikes," cases consisted only of persons who were

categorically eligible for AFDC (i.e., a head of household

and children under 17 in States with only AFDC-R programs,

plus cases including a spouse of the head of household in

States with AFDC-U programs).

69/In some instances, as pointed out earlier, pure

AFDC/food stamp cases may not be administered by a single

worker or experience the benefits of AFDC administration.

However, if the effect of joint administration is in fact to
lower error rates, than the separate administration of some

AFDC/food stamp cases would have the effect of reducing the

observed difference in error rates between the two groups of

cases. The comparison between pure AFDC/food stamp cases

and lookalikes can therefore be viewed as yielding a
conservative estimate of the effect of administration.
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CONCLUSIONS

o The overall analysis indicates that differences in AFDC and

food stamp error rates are explained by differences in
caseload characteristics and possibly to some extent by

differences in the complexity of program design. Indirect

analysis provides no evidence that food stamp error rates

are higher because States devote more administrative
resources to AFDC. Consequently, no compelling empirically

based reasons exist for setting food stamp liability
thresholds at the same level as thresholds for AFDC.
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B. COMPARING b_ASURED ERROR RATES WITH THE LIABILITY

THRESHOLD

As pointed out in Chapter III, because the current design of

the food stamp QC system provides essentially unbiased

estimates of error rates, repeated samples yield an average

error-rate estimate that is extremely close to the true error
rate. It was also noted, however, that present sample sizes

exhibit considerable sampling variability, so that the error

rates estimated from particular samples can be expected to

vary around the true value. Even with an unbiased procedure

for estimating error rates, the level of precision attainable

with current sample sizes leaves the possibility that compari-
sons between estimated State error rates and liability thres-

holds will yield different decisions than ones based on the

true error rate in two areas: (1) whether or not a liability

should be imposed, and (2) the amount of the liability.

Sampling variability means that it is possible for States to

face liabilities based on any single sample that are quite
different from the liabilities that would be calculated if the

true error rate were known. For example, a State with a true

error rate of 8 percent would have a 10 percent chance of

incurring a liability as low as 10 percent or lower or as high
as 35 percent or higher of the federal share of administrative

costs. A State with a true error rate of 4 percent has about

a 16 percent chance of being assessed a liability of 5 percent

or more.70/

Given some unavoidable level of sampling error in the esti-

mated State error rates, some risk always exists that the
estimated liabilities will be different from the liabilities

that would be determined if the true error rate were known.

Allocating the cost of this risk is of critical importance.

It is a delicate balance to strike. State agencies have

argued that the federal government should protect them against

the consequences of sampling error, and adopt a method that

eliminates or reduces their risk of overestimating financial

liabilities. From the federal perspective, it is also
important that the assessments do not systematically under-

state liability for excessive error, particularly because the

federal government already bears the entire cost of the first

5 percent of the overpayment error of each State.

70/The examples assume a standard error of 1J

percentage point.
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This section examines the general issue of how error-rate

estimates should be used to judge State performance in a way

which allocates the risks associated with sampling error

appropriately between the federal and State governments. It

examines the current method for comparing error-rate

performance with the liability thresholds as a basis for

assessing and calculating liabilities, as well as five

alternative strategies.

Question BI: How does the current procedure allocate the cost
of sampling errors between federal and State

agencies?

Finding: Using the point estimate will sometimes lead to
a decision to assess or not to assess a liabil-

ity against a State in any one year that would
differ from an assessment decision based on the

true error rate. This risk is due to sampling

error. Under current law, this risk is somewhat

greater for the States, because of a small,

average overstatement of liabilities at all

levels introduced by the step function. For
States whose true error rates are near the

threshold, this risk is greater. In this case,

the error in the amount of the liability calcu-

lated under current law will be higher on

average than for States whose error rates are
higher. This is because error-rate estimates

above the threshold lead to positive liabili-
ties, but estimates below the threshold lead to

no liability rather than to a negative value.
For the current pattern of error rates--in which

most States are substantially above the thres-

hold--the potential bias is small for most
States.

How Does Current A State's estimated error rate must be compared with the

Policy Allocate threshold in order to establish whether a State should be
the Cost of assessed a liability and to determine how large that liability

Samplin_ Errors? should be. This is an area in which the variability or
precision of the estimated error rate is very important. The

imprecision inherent in the sampling process works in two

directions; an approximately equal chance exists that a
State's estimated error rate lies below or above the true
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error rate. Thus, there is risk on both sides of the

equation. A State faces a risk that it could be assessed a
liability when it should not be or that its liability is too

high. The federal government also faces a risk that States
which should be assessed liabilities are not assessed or that

the liabilities are too low. Since one of the criteria of a

performance measurement system is fairness, it is important

that these risks are not systematically borne on one side of
the equation.

The probability of an erroneous decision to assess or not to

assess a liability may not be trivial, depending on the rela-

tionship between a State's true error rate and the liability

threshold, as well as on the magnitude of the sampling
error.71/ This issue is important because current procedures

lack symmetry. When the estimated error rate is above the
threshold, a liability if assessed. However, when the

estimated payment error rate is below the threshold, a counter

balancing negative liability of credit is not given. The risk

of such a liability decision increases as a State's true error

rate approaches the threshold and as sampling error increases

(as the sample size decreases).

This increased risk occurs because sample-based estimates are

distributed around the true error rate for repeatedly drawn
samples. Thus, roughly half the estimates from repeated

sampling will be above the true error rate and roughly half

below. In the case of a State whose true error rate equals 5

percent--and whose liability would be zero if the true rate

were known--about half of the sample-based estimates will be

above 5 percent and half below. Under current procedures, the

State will be liable for a portion of the cost of excessive
errors every time the estimated error rate is above the target

but no offsets are given when the estimated rate is below the

target. In this case, current procedures increase the cost of

sampling error to the States.

This illustration assumes that tile true error rate could be

determined. In reality, of course, it can never be known

without reviewing every case in a State's caseload. The
issue, then, is whether the "risk" associated with these
decisions is reasonable. For a State whose true error rate is

high (say, 7 percent or more), as is currently the case for
many of the States, the probability of an erroneous decision

71/The same can be said of the chance that the

liability amount will be different. This issue is discussed
further in Section IV.C.
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to hold the State liable is very low. Table IV.6 shows for
each State the relationship between the 1985 error-rate
estimate and the lower bound of the two-tailed 90 percent

confidence interval. There is only at most a 5 percent

probability that the true error rate falls below this lower

bound. In most cases, the lower confidence bound is above 5

percent. Thus, for most States, the probability that the true

error rate was below the threshold in 1985 was very low.

What Other Chapter III noted that the "acceptable" degree of sampling
Methods Can Be error is a policy choice that must consider the cost of

Used to Make obtaining greater precision and the consequences of sampling

Liability variability. This choice can be informed by examining a
Decisions? variety of strategies for comparing estimates from samples

with a fixed standard where two conditions exist: the risk

associated with sampling errors is judged to be too large, and

the costs of increasing sample sizes are judged to be too

great. For the purpose of this discussion, five strategies

are illustrated in the context of the food stamp quality
control system.

Accumulate Sample Results Over Time. A cumulative multi-year
error rate could be computed each year. For example, the

average of all error-rate point estimates for the past five

years might be determined. Similarly, results might be

accumulated over a longer or shorter period until the

aggregated results reach a desired level of reliability. In
the meantime, each year's liability could be based on that

year's cumulative error rate, using the current procedure

based on administrative costs.72/ A cumulative liability

could then be computed with its own increasingly smaller
sampling error and narrower confidence bound. Sampling error

would be taken into account by recording a cumulative cash

transfer for each year based on the lower bound of the

confidence interval for the cumulative liability. In any

given year, an actual cash transfer would b_made to the
federal government only if the cumulative cash transfer had

risen since the previous year.

While this procedure is statistically sound and would
substantially eliminate the problem of annual sampling error,

accumulating sample results over time would complicate the

liability computation and accounting process, increase admin-
istrative complexity, and make the determination of each

year's liability difficult to understand. Moreover, the

72/Alternatives could also be developed in which the

liability computation is based on benefits issued.
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TABLE IV.6

LIABILITIES UNDER ALTERNATIVE COMPUTATION METHODS

Liabilities Under Alternative Policies

Payment Lower Bound of Llablllty Under ....... Based on Administrative Cost ..........

Error 90_ Confidence Current Policy Lower Point Estimate if

State Rate Interval (Point Estimate) Bound Lower Bound Greater than .O5

Alabama 0.1350 0.1194 $ 13,118,714 $ 9,620,390 $ 13,118,714

Alaska 0.1353 0.0850 2,096,708 810,883 2,096,708

Arizona 0.0938 000816 4,329,756 3,092,683 4,329,756

Arkansas 0.0788 0.0607 i,242,979 828,653 1,242,979

California 0.0708 0.0588 13,136,972 4,378,991 13,136,972

Colorado 0.0848 0.0692 1,354,275 541,710 1,354,275

Connecticut 0.0704 0.0567 1,025,885 341,962 i,025,885

Delaware 0.0717 0.0495 246,819 0 0

District of Columbia 0.0981 0.0797 i,561,937 669,401 1,561,937

Florida 0.0671 0.0554 2,432,062 1,216,031 2,432,062

Georgia 0.1291 0.1107 16,441,248 13,911,825 16,441,248

Guam 0.0533 0.0308 27,912 0 0

Hawaii 0.0435 0.0302 0 0 0

Idaho 0.0516 0.0294 57,098 0 0

Illinois 0.0816 0.0702 9,029,457 5,417,674 9,029,457

Indiana 0.1090 0.0957 5,659,493 4,401,828 5,659,493

Iowa 0.0841 0.0700 2,028,618 811,447 2,028,618

Kansas 0.0816 0.0610 1,078,122 431,249 1,078,122

Kentucky 0.0600 0.0516 776,939 534,763 776,939

Louisiana 0.0976 0.0825 7,719,113 5,513,652 7,719,113

Maine 0.0791 0.0638 598,696 399,131 598,696

Maryland 0.0737 0.0666 2,531,992 1,687,995 2,531,992

Massachusetts 0.0971 0.0803 5,860,198 4,185,856 5,860,198

Michigan 0.0735 0.0607 4,563,908 3,042,605 4,563,908

Minnesota 0.0951 0.0714 3,218,388 1,379,309 3,218,388

Mississippi 0.0798 0.0637 1,816,892 1,211,261 1,816,892

Missouri 0.0523 0.0454 487,902 0 0

Montana 0.0744 0.0639 385,539 257,026 385,539

Nebraska 0.0904 0.0744 1,152,601 493,972 1,152,601



TABLE IV.6 (continued)

Liabilities Under Alternative Policies

Payment Lower Bound of Liability Under ....... Based on Administrative Cost ..........

Error 90_ Confidence Current Policy Lower Point Estimate If

State Rate Interval (Point Estimate) Bound Lower Bound Greater than .09

Nevada 0.0248 0.0174 0 0 0

New Hampshire 0.0442 0.0296 0 0 0

New Jersey 0.0850 0.0748 5,829,207 3,497,524 5,829,207

New Mexico 0.0083 0,0781 1,620,452 972,271 1,620,452

New York 0.0711 0.0576 16,280,441 5,426,814 16,280,441

North Carolina 0.0649 0.0503 1,802,557 61,500 1,802,557

North Dakota 0.0353 0.0221 0 0 0

Ohio 0.0743 0.0649 3,690,595 2,460,396 3,690,595

Oklahoma 0.1058 0.0046 5,512,273 2,951,263 5,312,273

Oregon 0.0941 0.0740 3,800,149 1,628,635 3,800,149

Pennsylvania 0.09_5 0.0740 11,709,304 5,018,275 11,709,304

Rhode Island 0.0800 0°0660 391,265 260,844 391,265

South Carolina 0.1210 0.1062 8,319,451 5,759,620 8,519,451

South Dakota 0.0315 0.0193 0 0 0

Tennessee 0.0639 0.0527 2,058,553 761,209 2,058,553

Texas 0.1038 0.0872 28,120,597 15,622,554 28,120,597

Utah 0.0726 0.0532 583,204 126,604 583,204

Vermont 0.0806 0.0600 410,263 164,105 410,263

Virgin Islands 0.0973 0.0800 299,390 213,850 299,390

Virginia 0.0867 0.0570 1,415,766 707,883 1,415,766

Washington 0.0950 0.0830 4,048,211 2,891,580 4,048,211

West Virginia 0.0507 0.0423 111,525 0 0

Wisconsin 0.0800 0.0663 i,267,661 845,107 1,267,661

Wyoming 0.0678 0.0438 138,332 0 0

Total 0.0830 $ 1,189,415 $ 4,550,326 $ 200,119,826



impact of any one year's performance on fiscal liabilities
would become known only through a complex process, which would

tend to weaken the link between performance and fiscal

consequences.

Adjust Liability Amount. Liabilities could be computed as
under present policy, but also adjusted or "scaled down" to
reflect the possibility that the true error rate is actually

below the threshold. This downward adjustment of the

liability amount would be greater for States whose estimated

error rate is closer to the threshold. Adjusting liability

amounts has some intuitive appeal, but departs from rigorous
statistical methodology. Given the importance of maintaining

a sound technical design for the quality control system and

its use, this strategy is not assessed further.73/

Use the Lower Bound of the Confidence Interval. State

agencies have argued that the federal government should make

liability decisions by comparing the lower bound of a con-

fidence interval with the threshold, rather than using the
point estimate itself. If a sufficiently high confidence

level is specified, this approach would virtually eliminate

any risk that liabilities would be imposed due to sampling

error when the true error rate is below the target, and would
even eliminate liabilities for States with true error rates

moderately above the target. Liabilities would be affected in

two ways. First, States whose point estimates were above the
threshold but whose lower confidence bound fell below the

threshold would have their liabilities eliminated. Ail other

States with liabilities would have them reduced. Table IV.6,

displayed earlier, illustrates the effect of using the lower

bound of a 90 percent (two-tailed) confidence interval--which
implies that there is only a 5 percent chance that the true
error rate is below the lower bound. Six States would have

had their 1985 liabilities eliminated, and, overall, liabili-

ties would have been reduced by 44 percent, from just over
$200 million to about $110 million.

73/This alternative would entail adjusting liability
amounts based on the probability that the true error rate is
below the threshold. This probability could be estimated

only by assuming that the distribution of error-rate
estimates is known--that they are normally distributed

around the point estimate. However, the assumption that the

point estimate is in fact the true error rate around which
estimates are distributed is invalid.
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Substituting the lower bound for the point estimate, however,

presents a distorted picture of error rates and true

liabilities. Treating the lower confidence bound as the

formal estimate of error rates would systematically and

substantially understate true error rates. Using the lower
bound as the basis for liability decisions would make total

liabilities systematically lower than the total that would be
imposed if true error rates were known. The federal govern-
ment would absorb the difference. This approach would not

improve equity; it simply shifts more of the risk to the
federal government.

Moreover, using the lower bound could be viewed as potentially

creating a perverse incentive for less accurate and fewer
State reviews. As pointed out in Chapter III, discrepancies
between State and federal case review results tend to increase

the standard error of the official error rate, thus widening

the confidence interval and lowering its lower bound. Smaller

samples have the same effect. Wider confidence intervals, in

effect, reduce performance standards, distort the QC system's
representation of the incidence of true errors, and can in the
extreme weaken incentives to reduce errors as a result.

Use the "Conditional Point Estimate." A less far-reaching

change to current policy would continue use of the point

estimate, except when the lower bound of the confidence

interval falls below the liability threshold. The effect of
such a policy would be to eliminate liabilities whenever a
reasonable chance exists that the true error rate is below the

threshold. States whose estimated error rates are above the

threshold would avoid liabilities if the lower bound of their

confidence interval fell below 5 percent. Table IV.6,

presented earlier, illustrates the effect of such a policy on

1985 liabilities, assuming the use of a 90 percent two-tailed
confidence interval.

The liabilities of the same six States would have been elimi-

nated as in the previous example--those States with point

estimates above 5 percent but lower bounds below 5 percent.
However, in contrast to the universal use of the lower bound,

the liabilities of other States whose point estimates are

above the threshold are not affected. For 1985, overall

liabilities are reduced only marginally (less than 1 percent)

from the total determined under current policy.

Many of the same shortcomings of the lower bound apply here as

well, although fewer States are likely to be affected. The
factors that affect sampling error might be altered by the

State, possibly leading to smaller samples, less precise
results, and less accurate reviews. This strategy might also
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weaken the incentives for real error reductions. As more

States reduce their error rates and approach the targets, this
strategy becomes the same as using the lower bound. An

advantage of this alternative, from the standpoint of the

States, is that they would be better protected against any

substantial risk of the sampling error's affecting the basic

decision to assess or not to assess a liability.

Use the Point Estimate with Credit for Low Error Rates.

This strategy allows error rates below the applicable threshold
to create "negative liabilities," or credits, that could be

applied against future positive liabilities. This approach

could make the liability determination process more equitable

in two ways. First, it would allow exceptionally good

performance to be recognized along with poorer performance.

Second, it would mitigate the effects of sampling error for
States whose error rates cross the liability threshold from

year to year. Instead of treating the difference between the

threshold and estimated error rates below it as zero, negative
differences could be permitted. This would ensure that both
the estimated error rate and the estimated liabilities are

unbiased. Under current law, the estimated error rate is

unbiased (as shown in Chapter III), but the estimated

liability is biased upwards.

CONCLUSIONS

o Although point estimates of State error rates are unbiased,

the estimates may lead to an erroneous decision to assess
or not to assess a financial liability for any single State

in a given year. Given the currently high levels of errors

relative to the threshold, the probabilities of this

occurring are relatively small in most States. As State

error rates approach the threshold, however, the current

procedure for assessing liabilities creates an upward bias
in estimates of the "true liability"--that which would be

assessed if the true error rate were known. This upward

bias would occur because current law does not permit a

"negative" liability when, due to sampling error, the

estimated error rate is less than the threshold in any

given year.
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o The point estimate reflects the best available measure of a

State's performance, and is, therefore, the best measure on
which to base liabilities. A lower confidence bound

systematically and substantially understates the true

liability (i.e., the liability that would be assessed if

the true overpayment-error rate were known).
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C. METHOD FOR COMPUTING LIABILITY _OUNTS

Once the error-rate estimate is found to exceed the threshold

by a specific margin, the next issue is how that "excess

error" should be converted into a liability. The liability
computation method is an important choice for several rea-

sons. First, the manner in which the liability relates to the

error rate creates a message for both State agencies and the

public at large about the purpose of the QC system. Second,

it establishes particular types of incentives for reducing

errors. Third, the liability calculation method defines how
the cost of certification error is shared between the federal

and State governments. Finally, the calculation method can

affect the degree to which calculated liabilities constitute

biased or unbiased estimates of the true liability--the lia-
bility that would be computed based on the true error rate.

This section examines two central questions concerning the
liability calculation method.

Question cf: What effect does the present "step function" for

calculating liabilities--with liabilities

increasing in large increments at each

percentage point boundary above the threshold--

have on the fairness of the liability system?

Finding: The present step function for calculating
liabilities produces potentially large

differences in liability proportions for States

which exhibit very similar error rates and

administrative costs. Current procedures also
overstate liability amounts--slightly for all

States on average and more substantially for
States whose true error rates are near the

threshold. The result is that the liability is

an average of 0.6 percent higher than the true

liability for States whose true error rates are

between 8 and 9 percent, and 2 percent higher
for States whose true error rates are between 7

and 8 percent. A continuous function would link

the liability to the actual estimated error rate
rather than to the interval in which it falls.

When used in conjunction with a credit system

and the point estimate, this approach would

distribute the risk of sampling errors equally

between States and the federal government.
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Question c2: What is the difference between calculating

liabilities based on administrative cost, as

under current policy, and calculating them based

on an estimate of benefits erroneously issued?

Finding: Using an administrative cost base can penalize

States that have devoted greater resources to

administration, and could discourage greater

expenditures on reducing errors.

What Is the Under present legislation, liabilities for States whose

Effect of payment-error rates exceed the threshold are calculated on the

the Step basis of a "step function," as illustrated in Figure IV.1.

Method for Liabilities are set at a particular percentage of federal

Calculating administrative reimbursement for all error rates that fall in

Liability? specified one-percent intervals above the threshold. The

liability "steps up" to a new liability proportion if the

error rate crosses the boundary of an interval. For example,

for all error rates from 5.01 to 6.00 percent, the liability

is 5 percent of the federal administrative reimbursement; if

the error rate is above 6.00 percent, the liability steps up

to 10 percent.74/ The next one-percent interval carries a

liability of 15 percent, and above 8 percent each interval

increases the liability by an additional 10 percent (to 25

percent, 35 percent, and so forth). Using this step function

raises issues about the equitable treatment of States that

exhibit very similar circumstances, and about the unbiased

nature of the liabilities that are computed.

Given present methods for computing the amount of the finan-

cial liability imposed on a State, even trivial differences in

error rates can cause large differences in liabilities. For

example, a State whose error rate is 6.00 percent would be

liable for 5 percent of the federal share of their administra-

tive costs, but if its error rate were one-one-hundredth of a

point higher (6.01 percent) its liability would be doubled, to

10 percent of administrative reimbursement. For States whose
estimated error rate is close to one of the interval bound

74/The step function is equivalent to rounding all
estimated error rates up to the nearest two-decimal error

rate (e.g., 6.34 percent to 7.00, 7.86 to 8.00, etc.) and

then basing liabilities on the difference between the
rounded error rate and the threshoId.
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FIGURE M1
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aries, or "notches," in the step function, a review decision
on even one case can thus have a substantial financial effect.

Even assuming that no sampling error exists and that the QC

system could determine true error rates with perfect accuracy,

States with very similar performance can face liabilities at

quite different rates.

It is therefore open to question whether QC liabilities are

related closely enough to variations in error rates. The

issue here does not concern the ability of the QC system to

measure errors accurately, but the volatility of the rela-

tionship between estimated error rates and the resulting

liabilities. Rather than a smooth, continuous relationship in

which higher error rates above the threshold are consistently

associated with higher financial consequences, the current

"step" method leads to large increases in liabilities for some

States that exhibit very small differences in error rates, and

significant ranges in which differences in error rates do not

affect the liability amount at all. The step method thus

creates different liabilities for States which exhibit very

similar performance and similar administrative costs.

One desired statistical property for calculating liability

under current law is that States whose true error rates are in

the same interval should have their liabilities calculated the

same way (i.e., their administrative reimbursement should be

reduced by the same percentage). For example, if State A had

a true error rate of 6.3 percent and State B had a true error

rate of 6.6 percent, they should each have their admini-

strative cost reimbursement reduced by 10 percent since they

fall in the same interval, 6.0 to 6.99, in the step function

(see Figure IV.l).

Much the same approach used in Chapter 3 to prove that the

error measure itself is unbiased can be used to test for any

potential bias in the liability calculation itself. Here, the

test simulates the actual liability that would be calculated

from repeated samples for those two States given true error

rates of 6.3 and 6.6 percent. For the liability calculation

to be statistically unbiased, the average liability calculated

should be 10 percent of administrative cost reimbursement for

both States. As can be seen in Figure IV.2, however, the

average or expected value of the liability is not the same for

States whose true error rates are above and below the midpoint

of each interval. The average long-run liabilities are

indicated by the diagonal line running close to but somewhat

above the midpoint of each step. This means that State A,

with a true 6.3 percent error rate, is under-assessed in the

long-run at a reduction of less than 10 percent. Conversely,
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FIGURE IV.2

COMPARISON OF THE CURRENT LIABILITY CALCULATION
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State B, with a true error rate of 6.6 percent, is assessed

above the 10 percent rate on average.

Thus, liability amounts are systematically overstated for some

States and understated for others, depending on where the true

error rate of a State falls within one of the step function
intervals. For true error rates below the midpoint of a step

interval, the procedure yields, on average, an underestimate

of the true liability proportion. For true error rates above

the midpoint of a step interval, the procedure yields an

overestimate of the true liability proportion on average.

Moreover, on average, there is a slight upward bias. In any

specific case, of course, there is no way to know whether an

upward or downward bias exists, because the true error rate is
not known.

A smooth liability formula would avoid both problems--

"notches," or large differences in liability associated with

small error-rate differences, and bias in the estimation of

true liability. If coupled with liabilities and "credits" of
the sort described earlier, both based on the point estimate,

the calculated liability would, on average, nearly equal the

liability that would be assessed if the true error rate were

known. In other words, this approach would distribute the

risk of sampling error equally among States and the federal

government. It could be calculated as follows:

Liability Rate - 5(r - .05) if r is between .05 and .08

- .15 + lO(r - .08) if r is greater than .08
0 if r is lessthan.05

This approach retains the basic structure of the current
formula, but uses an unrounded estimate of the error rate

instead of rounding up to the nearest percentage point. As

shown in Figure IV.2, this formula would yield liability

proportions that, on average, are lower than under current

design.75/

The principle of a smooth, rather than a step, function for

calculating liabilities would have the same advantages whether
liabilities continue to be based on administrative cost or are

based alternatively on benefits issued, the final issue
discussed below.

75__/Byadding a constant, the formula could be
revised to make it yield liabilities comparable to the
expected value of the current step function.
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CONCLUSIONS

o The current step function for determining financial

liabilities presents two complex problems. First, the
approach produces a systematic difference in the amount of
liabilities computed relative to the liabilities that would

be computed based on true error rates. The effect is to
overstate liabilities in some instances and understate

liabilities in others, but, on the average, to overstate

them slightly. Second, the liability calculation

introduces wide disparities in liability amounts for States

with only trivially different error rates and ignores
significant differences in error rates.

o A smooth liability formula avoids notches and bias in the

estimation of true liability. A smooth function, when used

in conjunction with a credit system and the point estimate,
would distribute the risk of sampling errors equally

between State and the federal government.

What Is the The amount of financial liability for a State whose error rate

Difference is above the threshold depends on the State agency's admini-

between Basin_ strative cost, although the amount of the liability may not

Liabilities on exceed the dollar value of erroneous overissuances. Thus, if
Administrative two States have identical error rates, caseloads, and benefit

Costs or on costs, the State that is spending more on administration will
Erroneous be assessed a higher liability. An issue has been raised
Benefit Issuance? about whether this method creates undesirable incentives to

limit investments in reducing errors, or whether it unfairly

affects States with higher administrative costs.

The differential effect of the current design is illustrated

in Figure IV.3. The ratio of liability to total overissuance
is plotted against the ratio of total administrative cost to

total program cost (including administration and benefits).

The latter is a relative measure of State expenditures on

program administration. Figure IV.3 shows a positive
relationship between these two ratios, which indicates that
States that spend more on administration (in relation to

benefits) tend to face higher liabilities in relation to their
total overissuance.
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FIGURE IV.3

RELATIONSHIP OF LIABILITY TO ADMINISTRATIVE COST
AND COST OF OVERPAYMENTS
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This relationship might discourage administrative efforts to
reduce errors. Even if the error rate is reduced as a result

of such efforts, increasing administrative costs would have an

opposing upward effect on liability. The cost-effectiveness
of error-reduction efforts would determine whether liabilities

increase or decrease. The "harder" types of errors--those

whose prevention requires greater administrative expenditures--

become relatively unrewarding to address, because they involve

greater increases in the administrative cost base on which
liabilities are calculated.

An alternative would be to base the amount of the liability on

the cost of erroneously issued benefits. Under this approach,

the liability assessed for a State is in direct proportion to
the cost of its certification errors. The cost of food stamp

certification errors would thus be directly shared between the

States and the federal government.

Once the base on which liabilities are assessed is estab-

lished, the next step is to define the percentage of benefit

overissuance to be assessed as a liability. This "liability

rate" could be 100 percent, or it could be less. In essence,

the liability rate defines the percentage of overissuance

costs beyond the threshold that are borne by the States and

the federal government.

Table IV.7 shows how several different options for basing
liabilities on overissuances would affect total liabilities

for 1985, and, for comparison, again displays the liabilities

computed with the same methods based on administrative
costs. The figures for liabilities based on overissuance

assume a 100 percent liability rate in excess of a 5 percent

threshold. Under such an arrangement, the federal government,

in effect, bears the full cost of overissuances up to a
payment-error rate of 5 percent, and State agencies bear the

full cost beyond that point. Alternative plans, with
liability rates less than 100 percent, would lead to lower
liabilities.

Tying liabilities to benefits rather than administrative costs

can be viewed as removing a disincentive in current policy to

increase spending on administrative functions that are de-

signed to reduce errors. It can also be viewed as an approach
that would give State agencies a clearer cost/benefit frame-

work in which to make decisions on increasing administrative

spending to reduce errors. Take, for example, a hypothetical

State that has had recent error rates of 9 percent, total
benefit issuances of about $500 million, and total administra-

tive costs of about $40 million (with a State share of $20

million). Such a State, faced with liabilities based directly
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TABLE IV.7

FY 1985 LIABILITIES UNDI:R ALTERNATIVE METHODS BASED ON

ADMINISTRATIVE COST AND BENEFIT OVERISSUANCE

Liabilities Based on Administrative Cost: Liabilities Based on Issuance Error:

.......... Alternative Policies ............................ Alternate Policies .............

Payment Point Estimate Point Estimate

Error Point Lower If Lower Bound Point Lower If Lower Bound

State Rate (r) Estimate Bound Greater than .05 Estimate Bound Greater than .05

Alabama 0.1350 $ 13,118,714 $ 9,620,390 $ 13,118,714 $ 27,042,073 $ 22,070,309 $ 27,042,073

Alaska 0.1353 2,096,708 810,883 2,096,708 2,096,708 810,883 2,096,708

Arizona 0.0938 4,329,756 3,092,683 4,329,756 5,299,307 3,826,511 5,299,307

Arkansas 0.0788 1,242,979 828,653 !,242,979 3,620,775 1,345,847 3,620,775

California 0.0708 13,136,972 4,378,991 13,136,972 13,301,523 5,622,132 13,301,523

Colorado 0.0848 1,354,275 541,710 1,354,275 3,270,976 i,802,091 3,270,970

Connecticut 0.0704 !,025,885 341,962 1,025,885 1,269,887 419,965 1,269,887

Delaware 0.0717 246,819 0 0 468,285 0 0

District of Columbia 0.0981 1,561,937 669,401 !,561,937 1,918,587 1,183,700 1,918,587

Florida 0.0671 2,432,062 1,216,031 2,432,062 6,290,533 1,994,025 6,290,533

Georgia 0.1291 16,441,248 13,911,825 16,441,248 22,906,267 17,570,931 22,906,267

Guam 0.0533 27,912 0 0 60,444 0 0

Hawaii 0.0435 0 0 0 U 0 0

Idaho 0.0516 57,098 0 0 57,098 0 0

Illinois 0.0816 9,029,457 5,417,674 9,029,457 22,534,969 14,440,565 22,534,969

Indiana 0.1090 5,659,493 4,401,828 5,659,493 14,254,580 11,035,340 14,254,_80

Iowa 0.0841 2,02_,618 811,447 2,028,618 3,659,096 2,141,054 3,659,096

Kansas 0.0816 1,078,122 431,249 1,078,122 2,032,863 710,055 2,032,863

Kentucky 0.0600 776,939 534,763 776 939 3,320,476 534,763 3,320,476

Louisiana 0.0976 7,719,113 5,513,652 7,719 113 17,372,318 11,848,943 17,372,31d

Maine 0.0791 598,696 399,131 598696 1,800,913 854,134 1,800,913

Maryland 0.0737 2,531,992 1,687,995 2,531992 4,061,759 2,849,487 4,061,759

Massachusetts 0.0971 5,860,198 4,185,856 5,860198 8,144,836 5,243,303 8,144,836

Michigan 0.0735 4,563,908 3,042,605 4,563908 12,710,419 5,770,530 12,710,419

Minnesota 0.0951 3,218,388 1,379,309 3,218 388 4,717,328 2,239,633 4,717,328

Mississippi 0.0798 1,816,892 1,211,201 1,816 892 7,860,239 3,608,061 7,860,239

Missouri 0.0523 487,902 0 0 487,902 0 0

Montana 0.0744 385,539 257,026 385,539 760,469 432,345 750,469

Nebraska 0.0904 1,152,601 493,972 1,152,001 1,781,884 1,078,106 1,781,884



TABLE IV.7 (continued)

Liabilities Based on Administrative Cost: Llabllltles Based on Issuance Error:

.......... Alternative Policies ............................ Alternate Policies .............

Payment Point Estimate Point Estimate
Error Point Lower If Lower Bound Point Lower If Lower Bound

State Rate (r) Estimate Bound Greater than °05 Estlmate Bound Greater than .05

Nevada 0.O248 O 0 0 0 0 O

New Hampshire 0.0442 0 0 0 0 0 0

New Jersey 0.0850 5,829,207 3,497,524 5,829,207 9,115,638 6,457,924 9,115,638

New Mexico 0.0883 1,620,452 972,271 1,620,452 3,380,870 2,480,570 3,580,870

New York 0.0711 16,280,441 5,426,814 16,280,441 19,787,484 7,137,561 19,787,484

North Carolina 0.0649 1,802,557 61,500 1,802,557 3,551,186 61,500 3,531,186

North Dakota 0.0553 0 0 0 0 0 0

Ohio 0.0743 5,690,595 2,460,596 3,690,595 16,948,776 10,408,850 16,948,776

Oklahoma 0.1058 5,312,273 2,951,263 5,312,273 7,455,006 4,619,899 7,455,006

Oregon 0.0941 3,800,149 1,628,635 3,800,149 6,251,919 3,406,800 6,251,919

Pennsylvania 0.0936 11,709,304 5,018,273 11,709,304 25,846,342 13,139,827 23,846,342

Rhode Island 0.0800 391,265 260,844 391,265 1,054,427 562,976 1,054,427

South Carolina 0o1210 8,519,451 5,759,620 8,319,451 15,784,962 10,910,506 15,784,962

South Dakota 0.0515 0 0 0 0 0 0

Tennessee 0.0659 2,058,555 761,209 2,058,555 5,898,600 761,209 5,898,600

Texas 0.1058 28,120,597 15,622,554 28,120,597 57,710,772 26,064,945 57,710,772

Utah 0.0726 585,204 126,604 585,204 897,227 126,604 897,227

Vermont 0.0806 410,265 164,105 410,265 614,594 201,555 614,594

Virgin Islands 0.0973 299,590 213,850 299,390 1,091,184 692,717 1,091,184

Virginia 0.0667 1,415,766 707,883 1,415,766 3,154,47b 1,321,197 3,154,476

Washington 0.0950 4,048,211 2,891,580 4,048,211 6,512,901 4,628,268 6,312,901

West Virginia 0.0507 111,525 0 0 111,525 0 0

Wisconsin 0.0800 1,267,661 845,107 1,267,661 4,448,693 2,424,019 4,448,693

Wyoming 0.0678 138,332 0 0 264,729 0 0

Total 0.0830 $ 201,189,415 S 114,550,326 $ 200,119,826 $ 356,761,623 $ 214,839,616 $ 355,311,640



on its erroneous benefits beyond a 5 percent threshold, could

estimate the likely error-reduction effectiveness of alterna-
tive investments in an improved administrative process, and

determine whether such investments are likely to be cost-

effective. Measures that administrators view as potentially

capable of reducing the error rate by 1 percent, for instance,

would appear to be cost-effective if they cost less than $5
million in State funds.

CONCLUSIONS

o Using administrative costs as the basis for assessing

liabilities creates inequities because States that spend
more on administration (relative to benefits) tend to face

higher liabilities relative to their total overissuances.
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V. THE QUALITY CONTROL SYSTEM AS A STATE
MANAGEMENT INFORMATION SOURCE

By collecting data on critical organizational functions, a

quality control system provides a basis not only for measuring
performance but also for formulating management decisions to

improve performance. Although the present legislative mandate
for the FSP quality control system emphasizes performance

measurement and accountability, part of the motivation for

quality control is to provide program managers with useful

information to help them improve program management and reduce
the incidence of errors. Even with the current legislative

emphasis on performance measurement, the system creates a
wealth of information about caseloads and errors that can be

tapped by program managers for their own purposes. This

chapter examines the QC system from this second perspective,

assessing how well it serves as a management information

system for State program managers.

In the broadest sense, a management information system (MIS)
should help managers make decisions to promote the goals of

their organization. Although systems could be designed to

provide information relevant to every goal, the quality

control system, by design, deals with only one: the accurate

determination of eligibility and benefit amounts.76/ Thus, in

assessing the MIS functions of the QC system, FNS has focused

on the capacity of the system to provide information that

supports management efforts to reduce error rates as they are

measured by the QC process.

QC reviews create a data base for a random sample of each

State's caseload, containing two types of information:

1. Reported case characteristics and circumstances:
household size, gross income by source, deductions and net
income, assets, and the demographic characteristics of

household members (age, race, sex, and educational

level).77__/

2. Error information: the dollar value of identified errors;

the program "element" in error (the aspect of eligibility
rules that was improperly applied); the "nature" of the

76/As noted in Chapter I, FNS has additional
measurement and review procedures to address other key
aspects of the basic objectives of the program.

77./These data are reported as contained in the case
record under review.
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error (the specific household circumstances or agency
action which created the error); and a distinction between

agency-based and client-based errors.

This information becomes available to State agencies in three

stages. First, case-by-case error findings become available
to the State agency when completed individual reviews are

reported to the State QC unit by reviewers. Second, because

the State sample of reviews accumulates monthly during the

course of the year, error rates can be computed at any point

during the year and at its close. 78/ Third, corrections are

made to individual case review findings in the resolution of
differences between State review results and federal re-review

results for cases in the re-review sample.79/

This chapter examines three issues associated with how this

information is applied80/:

MANAGEMENT INFORMATION ISSUES

Issue A: How do State agencies now use QC information to
support management decisions, and how do they use

the QC process as a vehicle for collecting other
useful information?

Issue B: What types of information would be made available to
States from an "ideal" MIS?

78/Due to internal State procedures for reexamining

all or some completed reviews, some delay may occur between

the time a reviewer completes a specific case and the time
the State makes its final determination on that case.

79/The final step in the error-rate measurement

process, of course, is the calculation of the official error

rate by the federal government, but this step yields only a
statistical estimate pertaining to the overall food stamp

caseload, not additional information on individual cases.

80/The information and analysis reported in this

chapter are derived largely from Alan S. Werner, "The
Quality Control System as a Management Information System

for States," Abt Associates, Inc. (forthcoming).
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Issue C: In what respects does the present QC system and the

information it provides meet the requirements of an

ideal MIS? In what ways does it fall short? How

could the present QC system be extended or modified

to make it fulfill MIS goals more fully?
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A. CURRENT USES BY STATES OF THE MANAGEMENT

INFORMATION GENERATED BY THE QC SYSTEM

Although the QC system has evolved in the direction of placing

greater emphasis on holding States accountable for program

performance, considerable effort has been devoted at the

federal and State levels to making QC data and the QC data
collection process a useful source of management information

for State agencies. States use the QC system for management

information along two dimensions: (1) using the QC data

collection process to extend the information required by the

standard QC review, (2) using the results of the QC data

collection process to undertake analysis to support management
decisions.81/

0uestion Al: To what extent, and in what ways, do State food
stamp agencies use the QC data collection

process as a source of management information?

Finding: Almost half the States (25) collect additional
data in their reviews beyond QC requirements,

thus taking advantage of the basic sampling and

review process to extend the information they
can derive from it. This supplementary data

collection focuses on additional demographic

characteristics. In addition, 11 States report

that they review supplementary samples,

primarily to improve the precision of their

results and to facilitate analyzing the sources

of error and error rates for specific sub-State
units.

Question A2: What types of analyses do States perform with QC
data?

Finding: The most common analysis identifies error-prone
types of households (71 percent of the States

report performing this analysis routinely, and
the remainder occasionally). Other common

analytical uses entail identifying error-prone

81/Information on the current uses of the QC process
is drawn from the "Food Stamp Operations Study Census of

State Operations: Quality Control Systems," Abt Associates,
Inc. (forthcoming).
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offices, preparing descriptive statistics on the

food stamp caseload, making caseload projec-

tions, and evaluating potential changes in

policy.

How do States Quality control reviews provide not only a measure of error

Use QC Data rates, but also a relatively rich source of information on

as Management the program caseload and its characteristics. Moreover, some
Information? States have built on the basic QC system to enhance how they

use the data base created from it. Almost half of the State

food stamp agencies have chosen to "piggy-back" the collection

of supplementary data on the QC data collection process. For

a relatively low marginal cost, States can collect

supplementary data during the QC review process to complement

the basic QC data and provide a richer base for management

analysis. States do so in two ways: by collecting additional
data in QC reviews beyond what is required, and by

supplementing their QC samples with additional reviews. In
addition, of course, States may choose approaches outside the

QC system to generate management information that the QC

system cannot.

Collecting Additional Data. Of the 53 State agencies, 25
collect additional data in QC reviews beyond what the standard

QC process requires. Table V.1 lists the agencies that

collect supplementary data and the categories of information

that they add to the QC review. With only three exceptions,

these agencies routinely collectthis supplementary informa-
tion on all QC sample cases. The supplementary data collec-

tion focuses most commonly on the demographic characteristics

of the household reviewed. Another item commonly collected is

information on whether or not the household is subject to

monthly reporting, most likely of interest because the State

wishes to examine relative error rates among monthly reporting

and non-monthly reporting households.

Expandin_ the QC Sample. Another way that States can build on
the QC system as a source of management information is to

expand the sample for which they collect QC review data (as
well as any supplementary data they may gather). Once they

have satisfied federal QC sample requirements, State agencies

may collect data on an additional sample and may elect to

include the additional sample in their computation of error
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TAISt.,I_ V,, 1

COLLECTION OF SUPPLEI41_NTARY DATA AS

PART OF qC REVIeiWS

......................... Types of Data Collected
Are the Data Welfare Utility/
Collected tot Demographic Participation Work Honthly Caseworker Heating

b
State All Cases? Characteristics filstory Experience Reportln_ Identification Sources Other

Alabama YES X

Arkansas YES X X X X
Calltornla YES l

Olstrtct of Columbia YES i I l

Florida YES X
Indiana YES X

Kentucky YES X X

Haryland YES X X X
Hassachusetts NOa X

Hlchtgan YES X X X
Hlnnesoca YES X X X

Mississippi ¥_S X X
Hlssourt YES I l

Hontana YES X
Nebraska YES X

New Hampshire YES l

New Jersey YES X
New York Y_S X X X

Oklai_oma YES X
Tennessee NOa X X

Texas YES X

U tab YES X X X
Vermont NOa X

Vlrgl nla YES X
Wyoming YES X X

aSubsamples of _C sample. In Tennessee, supplementary data are collected only la January and February.

b"ucher" includes vehicle value, rent, supervisor identification, child support, detailed shelter costs, and student information.



rates.82/ Increasing the State sample size can enhance the

analytical precision of the State results and enable them to
undertake more analyses of sample subgroups with some
statistical confidence.

Only 11 States reported that they do in fact supplement the QC

sample with additional households for which comparable data
are collected, and several of these States supplement the QC

sample with small or special-purpose samples. As shown in

Table V.2, most States that supplement the QC sample report do

so to increase the precision of their error-rate estimates and

to improve their ability to analyze the sources of error and

error rates by office. Of these 11 States, 8 perform
additional reviews for substantial household samples beyond

the required QC sample.83/ Three States supplement their

samples with relatively small numbers of households. Five
States include the supplemental sample data in the QC data

they report to FNS and use the supplemental sample along with

the required sample to calculate their error rates. Six
States use the supplemental sample only for their own

analysis. Two of these six, Kansas and Pennsylvania, reported

supplementing their QC samples with special samples drawn from

error-prone categories of households.

Generatin_ Management Information Outside QC. Extending the
QC process--by collecting additional data in QC reviews or

expanding the QC sample--is not the only method whereby States

gather information on their caseloads and sources of error to

help them make management decisions. A total of 18 States

reported conducting case reviews using different methods than
those used in the QC process. As shown in Table V.3, the

sample sizes and sample selection methods used by the States

82/However , sampling procedures must distinguish
between cases selected for formal error-rate analysis and

supplementary samples not included in error-rate analysis.

83/Although no exact figure for the supplemental
sample was reported by New York State, it appears that the

State selects cases for every local office, a practice which

most likely represents a substantial addition to the

required sample.
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TABLE Vo2

STATE SUPPLEMENTATION OF QC SAMPLES

Number Of Supplemental Reason For Reported

State Reviews Supplementin_ To FNS

Arkansas 4_0 To allow analysis No

by of lice

Caliiornia l,O00 To allow analysis by No

otfice, and of causes

and types of error

Hawaii 4,800 To allow analysisby No

office, and of causes

and types of error; to

correct errors and

prevent them from

appearing in formal

qC sample

Indiana 35 To allow analysisoi

causes and types of
error

Kansas 1,680 To identifyerrors not No

found in QC sample

Massachusetts 60 Special reviews for SSI Yes
Demonstration

New Hampshire 68 To increase precision of Yes

error-race estimates, and

allow analysis of causes

of error and otfices

New Jersey 1,182 To increase precision of Yes

error-rate estimates, and

allow analysis of causes
and offices

New York Varies Analysis by local office Yes

by

office

Oregon 578 Increaseprecisionof Yes

estimates, and allow

analysis of causes and

offices (FY85)

Pennsylvania 4,000 To identify errors No

outside qC sample



TABLE V.3

REVIEWS UNDERTAKEN OUTSIDE THE FORMAL QC PROCESS

Sample SampleSelection
State Size ReviewMethod Method

Alabama 500 File review by For selectedcounties,

QC reviewer all certifications

California 20 File review For selectedoffices,
a random sample

Delaware 5,000 File review Error-pronecase
selection model

Illinois 4,450 FiLe review For individualoffices,
a random sample of
last 4 months of

recertifications

b_ryland 23 Filereview Sameas QC method

b_ssachusetts 20,000 File review Random sample at
individual offices

Minnesota 1,320 File review Sameas QC method

Montana 3,000 File review Targets officeswith

highest error rates

New Jersey 1,000 File review Random sample of last 4
months of recertifica-

tions targeted toward

2 largest offices

New York DK File review Variesby localoffice

North Carolina DK File review Targets officeswith

high error rates

North Dakota 500 File review Random sample of cases

of particular types

(e.g., NPA) by selected
offices

South Dakota 8,000 File review Error-pronecase
selection model



TABLE V.3 (continued)

Sample SampleSelection
State Size ReviewMethod Method

Texas 200 DK DK

Utah 4,200 Filereview Error-pronecase
selection model

Virginia 4,500 Informalreview DK

by policy specialist

Wisconsin 300 File review Error-pronecase
selection model

Wyoming Ad Hoc File review Targetsspecialproblems

(e.g., workers with high
error rates)

DK = Don't know.



vary quite extensively.84/ Without exception, however, these

States rely on reviews of case files, a more limited and less

expensive approach than the full QC review, which may entail a
home visit, interviews with households, and contacts with

third parties.

Thus, reviews undertaken outside the standard QC process are

likely to be less expensive than QC reviews, although more
limited. Most of these States did not have estimates of the

time devoted to these special reviews readily available.
However, the 8 States that did offer such time estimates for

these reviews estimated that they devoted an average of only

20 percent of the staff time normally devoted to the standard

QC review. Clearly, given this cost difference, States are

more likely to broaden their analysis of certification errors

by reviewing large samples of households with methods that
depart from the formal QC review process rather than by

drastically increasing the size of the QC review sample.

Qc Data for The fairly widespread practice of supplementing the QC process

Analytical and the QC sample indicates that States have an interest in

Purposes using the basic QC data as a starting point for analyses to
support management decisions. Table V.4 summarizes the

percentage of States that reported using QC data for a variety

of analyses on a routine or occasional basis or not at all.
However, these data should be interpreted cautiously, because

most of the respondents who were interviewed gave little

indication about the degree to which any particular type of

analysis is undertaken, the extent to which the analytical
results are used, or the degree to which managers rely on

these results as they make decisions about certification

procedures or resource allocation.

However, one fairly clear pattern emerges--that analyses of QC

data are most commonly used to identify error-prone types of

households and of offices that exhibit high error rates.

Moreover, States routinely use the error-prone profile

software provided to them by FNS.

84___/Someof the States reporting special reviews may
have been referring to reviews that are required in

Management Evaluations, which must be conducted annually in

large project areas (caseloads greater than 7,000), every

two years in mid-size project areas, and every three years

in small project areas (caseloads less than 250). These
management evaluations must include case file audits.
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TABLE V,4

PERCENTAGE OF STAT_S USING _C DATA
FOR VARIOUS ANALYTICAL PURPOSES

,Extent of Use

Analytical Purpose Routine Occasional Never

Identify Error-ProneCases 71% 29% 0%

Identify Error-Prone Workers

or Groupsot Workers 20% 22% 59%

IdentifyError-Prone Offices 71% 16% 14%

Describe the Food Stamp
Caseload 41% 41% 18%

Project Caseload Size
and Characteristics 35_ 27% 37%

Evaluate Changes in Program

Policy/Administration 34% 38% 27%

Project Effect of Policy

and ProceduralChanges 26% 36% 38%



CONCLUSIONS

o Most States now use QC for management information. The

most common use is to identify error-prone cases and
offices. A number of States also use QC data to describe

and project caseloads and evaluate the effects of policy
changes.

o Many States supplement the basic QC process--by collecting

additional data or reviewing additional cases--to

strengthen management information. Others extend the

information available to managers by using methods other
than QC. Such methods typically entail less intensive desk
reviews of more cases,
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B. REQUIREMENTS FOR AN OPTIMAL MANAGEMENT INFORMATION SYSTEM

Current QC practice at the State level provides some evidence

that the QC review process and the data it generates are used

by program managers for MIS purposes. However, given that the

primary purpose of the system is to measure error rates, the

degree to which this system satisfies management information

needs remains an open issue. Thus, assessing the usefulness

of the QC system as a management information source must begin

by defining the requirements that must be met by an ideal MIS.

Question Bi: What are the primary requirements of an ideal QC

management information system for State program

managers?

Finding: The ideal MIS should (1) allow progress towards
error-rate targets to be measured, (2) allow

performance to be analyzed at lower (sub-State)

administrative levels, and (3) help managers

identify ways to improve performance.

Characteristics To provide optimal support to program managers, a management

of an Ideal MIS information system should serve three broad functions. First,

it should provide performance measures which facilitate

measuring progress towards a performance goal. Second, the

system should give program managers information which enables

them to assess performance, establish accountability, and

measure progress at lower administrative levels. Third, the

system should generate data to help managers identify ways to

improve performance.

To help managers measure progress towards performance goals,

the ideal management information system should meet several

requirements. The methods used to measure error rates and the

underlying definitions of error must be relatively stable, so

that changes in measured error rates can reasonably be viewed

as changes in performance rather than changes in the measure-

ment focus or technique. Performance measures must also be

available on a schedule that corresponds approximately to the

cycle on which managers can realistically expect to review

performance and take new initiatives or remedial action. For

most managerial decisions aimed at reducing error rates, this

criterion probably implies that performance measures are

needed at quarterly intervals, to allow managers some oppor-
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tunity to undertake mid-year evaluations of progress towards

annual error-rate targets.

The ideal management information system would also provide

performance measures for sub-State administrative units, so

that managers could identify the relative success of particu-

lar components of their agency at meeting error-rate targets.
This information would enable them to focus their corrective

action efforts and resources--for example, management

attention, additional staff, extra training--on particular

components of their agencies.

To help program managers identify ways to improve performance,

the ideal management information system should provide infor-
mation that enables them to make decisions on allocating
resources and developing or modifying agency procedures or

operations. Allocating resources may entail focusing existing

procedures or staff attention on certain types of cases, or

shifting the frequency or intensity of certain procedures

(e.g., verification, monthly reporting, home visits, and
computer matching).
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C. ADEQUACY OF QC AS A SOURCE OF MANAGEMENT INFOR>tATION

In assessing the QC system as an MIS for States, FNS examined

how well it fulfills the requirements of the optimal MIS
described in Section B. In this assessment, FNS focused on

how well the QC process provides interim measures of progress,

provides performance measures for sub-State administrative

units, and helps identify ways to improve performance. For

each of these three requirements, FNS examined how the
adequacy of the QC system as an MIS is affected by the timing

of QC results, the size of review samples, the content of the

data collected, and the analytical methods used on QC data.

Question Ci: How well does the QC system provide interim
measures of progress toward reducing error
rates?

Finding: Although final official error rates are not
published until months after the end of each
review year, States can compile results from

reported reviews during the course of each

year. Few States have large enough samples to

make monthly results meaningful, but 39 States

have large enough samples to make reasonably

satisfactory statewide estimates of error rates

on a quarterly basis.

Question C2: How well does the QC system provide error-rate
measures for sub-State administrative units?

Finding: Current sample sizes severely restrict the
precision attainable in sub-State error-rate

estimates; only a handful of local offices

nationwide could be expected to be represented

in State QC samples by enough cases to obtain
any reasonable precision for an office-specific
error-rate estimate.

Question c3: How well does the QC system help identify ways

to improve performance?

Finding: The QC system helps identify the types of errors
most commonly committed and the types of house-

holds most susceptible to error. However, it

does not collect sufficient data to identify the
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types of household actions or agency procedures

that cause error, or the types of procedures
that could help prevent errors.

Interim Measures The QC system has at least the potential for providing interim

of Progress measures of error rates and of progress toward reducing errors
towards QC Goals during the course of each annual review cycle. Although final

error rates based on the federal re-review become available

nine months after the end of the review year (beginning with
1986 rates), State review results are compiled each month

during the review year, and can be analyzed by State agencies

periodically during the year to generate interim measures.

State review results are of course modified by the federal re-

review, but not to degrees which would seriously affect
answers to the basic questions that are of concern to State

program managers during the course of a year: Is the State's

interim error rate high or low? Is it seriously above the

annual target rate? How does the interim rate compare with

last year's annual reported error rate and the corresponding

interim rate from the year before?

Without waiting for the final results of the federal re-review

or the final official error rate, State agencies could gene-

rate results on their own early enough to provide interim
measures. High error rates detected by interim measures are a

sufficient basis for management action, even in the absence of

final results pertaining to fiscal liabilities. Moreover, as
federal re-review cases are completed during the year, States

could even compute an "interim regressed error rate," applying
the same formulas used by FNS.

An important issue, however, is whether review sample sizes

are adequate to yield interim measures of sufficient precision

to be useful to program managers. Suppose, for instance, that

the requirement is established that interim measures must have

"relative confidence intervals" no greater than 50 percent of

the estimated error rate.85/ In general, meeting this standard
requires a sample size of about 200 cases. Only 11 States

currently have large enough QC samples to yield a monthly

interim measure that meets this standard. However, quarterly

error-rate estimates would probably provide frequent enough

85/This requirement would mean that if, for example,
the estimated error rate were 12 percent, the confidence

interval should be no larger than plus or minus 6 percent.

169



readings for most program managers, and the samples of 39
States are large enough to meet this standard.

Alternative strategies could be used by States to improve

their ability to produce interim measures despite sample size
issues. For example, States could use rolling samples, with

each interim measure based on the past six months of review
(perhaps even extending across review years). States could

also use a cumulative sample, with each interim measure based

on all months to date in that year, which would produce

narrower confidence intervals throughout the course of the

year.

From the standpoint of data content and analytical methods,

interim measures are certainly feasible. As long as the
accepted overall performance measure is the QC error rate, the

system yields the necessary data, and the normal analytical

procedures used to create the reported error rate can be

applied at intervals during the year to generate interim
measures.

Performance From the standpoint of datacontent, timing, and analytical

Measures for results, the QC review process can generate performance

Sub-State measures for administrative units within a State just as it

Administrative can for the entire State. As with interim measures,

Units however, the size of regular State review samples poses the

primary obstacle to using the present QC process as a basis

for developing sub-State estimates with reasonable statistical
precision.

If State managers wish to estimate error rates for individual

local offices, they can expect reasonable precision only in
rare instances, given the small sample sizes that are drawn
from individual offices. If the standard described earlier is

used (a requisite 200 review cases to yield a relative

confidence interval of 50 percent), acceptable results would

be derived only from a handful of offices. As illustrated in

Table V.5 for eight selected States, office-level estimates

that meet this standard of statistical precision cannot be

expected in more than one or two offices at most, and in many
States no such estimates could be obtained.

Expanding the QC sample can ameliorate this sample size
constraint to some degree, but only large sample increases

could be expected to allow States to generate precise

estimates for many local offices. An alternative available to

States, of course, is to conduct more limited reviews--based

only on the case file review, without a field review--for a

substantial sample of cases.
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TABLE V.5

ANNUAL QC SAMPLES SIZES FOR LOCAL OFFICES
IN SELECTED STATES

Number of Offices with Offices with

State Local Offices > 200 Cases 100-200Cases

Alabama 67 2 1

California 53 1 4

Delaware 22 0 0

Michigan 113 0 1

Nevada 14 1 0

NewYork 150 1 0

Utah 45 0 0

Wyoming 22 0 0



Identifying Ways The challenge facing State program managers in using QC

to Improve data is to analyze the data in ways that shed light on the
Performance management issues they face and help them allocate program

resources to correct problems. Ideally, an MIS would help

program managers answer five questions about their operations:

1. What types of errors occur most often, and what types of
household information are most often missing or incorrect?

2. What types of households are most likely to be in error?

3. What management or administrative characteristics within

the State are associated with higher rates of error?

4. What household actions or agency procedures appear to
cause errors or allow errors to go undetected?

5. What agency procedures could have been introduced to
prevent or correct observed errors?

The present QC system serves management information needs

quite well for questions 1 and 2 but provides very limited

information to respond to questions 3 through 5.

The present QC system can make a very limited contribution to

identifying ways to improve performance. QC reviews

themselves do not capture data on the management or
administrative setting in local offices within a State.

Moreover, attempting to use measures of workload, skill

levels, or organization to explain the incidence of error

raises very difficult methodological problems. It is simply

difficult to define and measure appropriate dimensions of the
local work environment.

Similarly, the QC system lacks data on household actions or

agency procedures that cause errors. _en errors are
observed, the detailed coding of the "nature" of the error

sometimes identifies a particular procedural failure that
contributed to the error. However, information on whether or

not a procedure should have been applied to a case, and

whether it was actually performed, is absent from the review

results for correct cases and, in many instances, for error

cases. Failure to perform a particular procedure (e.g., veri-
fication) may not cause an error and would never be recorded
in the QC review, even when an error arises due to some other

problem.
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The present QC system cannot directly contribute significantly
to managers' understanding of the procedures that could have

prevented observed errors. Although the review schedule

records information on how the reviewer discovered the error,

the codes for recording this information are limited. And the

reviewer's discovery procedure might not have been available

to the agency. The present system does not gather any
information on the reviewer's judgment about what agency

procedures might have prevented the error, or what might have

prevented the procedural failure from occurring.

Despite these shortcomings, the present QC system can help

program managers analyze two of the important questions

identified above thatcan contribute to improved

performance: (1) what types of errors occur, and (2) what

types of cases are in error? The manner in which the QC

system provides information on these issues, and the

analytical methods that can be applied to QC data to answer

these questions as fully as possible, are examined below.

Analyzing Types of Errors. Program managers who seek to im-
prove performance must understand which eligibility rules have
been violated, and in what way the errors were committed--for

example, through arithmetical error, failure to apply rules,

or the misapplication of a particular rule. Ideally, two

types of information are necessary to clarify these issues.

First, the manager would like to know what proportion of

errors are attributable to any given type of error, in terms

of both their number and cost. Just as important, however, is

information on the frequency of correct or incorrect determi-
nations given the applicability of a specific program rule. A

particular program element may be a frequent source of error
either because it causes problems in a high percentage of
circumstances in which it is relevant to the certification or

because it is frequently relevant. Distinguishing between

these two contributions to the frequency of errors can help

managers decide what type of corrective action should be
initiated.

Analyzing of the sources of error--focusing on which elements

are the most frequent sources of error--is generally feasible

given present QC review data. Analysis should be able to

distinguish which of approximately 40 program elements exhibit

particularly high or iow error rates. For example, to detect
whether the error rate for a particular element is half a

percentage point above the State's overall error rate for all

elements at the 95 percent confidence level requires a sample

size in the range of 900 to 1,100 review cases, and at the 90

percent confidence level in the range of 475 to 600 cases.
These requirements can be met in many States: 38 States have

annual samples of 1,000 or more, and 44 have annual samples of
500 or more.
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QC data can also be used to generate information on the second
issue described above: the frequency with which cases are

handled correctly, given that a particular program element

applies. Although the QC system does not systematically

record the applicability of particular elements when they have

not given rise to an error, a detailed examination of the QC

review schedule shows that, in most cases, the applicability

of particular elements can be inferred from the data on case

characteristics. "Correct handling rates" can thus be

computed for about 30 of the 40 program elements in the review
schedule.

Current QC sample sizes can often support reasonably precise

estimates of correct handling rates. The adequacy of sample
sizes varies not only across States, but also across program

elements, since some elements apply to large segments of the
caseload and others to very small segments, and it is the
number of cases for which the element is relevant that

determines the effective available sample for which the

handling rate is determined. Each State's QC sample is thus
adequate for a precise analysis of handling rates for some

elements but not for others. For detecting element-specific

correct handling rates at half a percentage point above or

below the State's average rate for all elements, current QC

samples are adequate to analyze 35 to 50 percent of program

elements, depending on the overall sample size of the State.
No State presently analyzes correct handling rates, but such

analysis could be a useful source of additional information
from the current QC system.

Analyzing the Case Characteristics That Contribute to
Errors. Identifying the characteristics of households most

prone to error can provide a basis for program managers to

target resources by applying more intensive certification

procedures, assigning experienced eligibility staff, and

designing special interviewing or investigative methods. Two

steps are involved in using QC data in this way. First, QC
results must be analyzed to determine which characteristics

are associated most frequently with errors. Second, the

results of this analysis must be reduced to readily applied

categories of households, or key characteristics, which can be

used during the intake or recertification process to trigger

special procedures. In addition, of course, program managers
can structure staff training curricula to focus on these
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special procedures.86/ State agencies commonly use QC data in

this way, applying methods known broadly as "error-prone
profiling." In the Program Operations Study, 37 States

reported using error-prone profiling routinely, and the rest
reported conducting such analysis occasionally.

However, a complete assessment of the value of QC results for
this MIS function should examine the statistical precision

attainable in this type of analysis. Some standard of

acceptable precision must first be defined. For purposes of
this discussion, FNS took as a standard the ability to detect

error-rate differences between defined case categories equal

to one-half of that category's overall error rate. For

example, if the overall error rate is lO percent, we would
want to be able to detect with confidence error-rate

differences of 5 percentage points.

The adequacy of State QC samples for detecting such differ-
ences depends on the desired confidence level, the desired

power (that is, the probability of detecting a true difference
of the specified size), and the variance of the dependent

variable (payment error dollars). Based on an analysis

performed for FNS, the annual QC samples of most States are

large enough to yield reasonable precision in analyses of the

relationship between specified case characteristics and error
rates. However, some small States, and States that exhibit

very low error rates, would have to combime two years of data

to generate results that meet the defined standard of
precision. However, the precision of such analysis varies

considerably. States should thus exercise some caution in

interpreting apparent relationships between case charac-

teristics and error rates and making management decisions
based on such analysis.

86/One limitation on the impact of these steps is

obvious--that households which do not report information

(e.g., the presence of income) that would reveal them as
meriting special attention cannot be identified for

application of the special error-prevention measures.
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CONCLUSIONS

o The current QC sample sizes of most States are large enough

to generate quarterly measures of interim progress, but are
less useful for measures of the performance of local

offices. Ail States can increase their sample size to

improve the reliability of interim or sub-State measures,

and the federal government will pay half of the costs.

o QC data are reasonably complete with respect to describing

the characteristics of the caseload and the types of errors
that occur, but more limited with respect to the management

characteristics or procedures that cause or prevent errors.
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VI. SUMMARY OFANALYSIS AND CONCLUSIONS

The preceding chapters explored particular aspects of the food
stamp quality control system in great detail. It is clear

that numerous interdependent technical and policy choices have

been made in both constructing and using the quality control

system for specific policy purposes. This study has examined

two major ways in which QC can improve certification

accuracy: (1) as a performance measurement system that

provides a reasonable basis for holding States accountable for

errors, and (2) as a source of management information that can

help program managers identify sources of error and take steps

to remedy them. The report presents the results of numerous
special studies and analyses of the adequacy of the QC system

in terms of these two major functions. This chapter

summarizes the conclusions reached by USDA.

A. CONCLUSIONS ABOUT THE QUALITY OF THE STATISTICAL DESIGN
AND THE DATA

Chapter III examined the quality and adequacy of the data that

form the basis of the quality control measurement system. The

basic question is whether the system is designed with a

technically sound measure of performance at its foundation.

Given that, the next question is whether the system is

operated in a manner whereby it produces accurate and reliable

results. The broad answer to both questions is yes.

The statistical foundations of the QC process are sound. The
sampling process is a standard application of widely accepted

methods and is carried out with a generally high level of

accuracy, reliability, and consistency. The statistical

procedures used to estimate official error rates are unbiased

and do not systematically overstate or understate error
rates. Moreover, using results from both the State reviews

and the federal re-reviews substantially improves the

precision of the estimated error rates.

The samplin_ variability in estimates of State payment-error
rates is not trivial. On average, the sampling and estimation

procedures yield very accurate estimates of true error rates

based on repeated samples. Of course, States select only a
single sample each year. Given the sample sizes now used, a

chance exists that in any one year the estimated error rate

will be substantially higher or lower than the true error

rate. Minor improvements in the precision of estimates can be

made in a variety of ways, but large reductions in sampling
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error can be achieved only by substantial increases in sample
sizes.

In sum, the system produces a technically sound measure of

error. But which components of program accuracy should be

included in the definition of error? More simply, what should

States be accountable for? The answers to these questions are

critical: they define the goal of any accountability

system. They also help ensure fairness and equity. Several

conclusions emerge from the study of this aspect of the

system.

The present definition of QC errors is generally satisfactory,

although some modifications could create a more balanced set

of incentives for reducing errors. Food stamp QC focuses on
substantive errors that are associated with true costs in

misspent benefits and excludes strictly procedural errors. QC

also includes both agency-caused and client-caused errors

because States can in fact take a variety of actions to reduce

the incidence of errors due to client misreporting. Current

procedures also provide an accurate measure of losses to the

Food Stamp Program based on the total income and resources

actually available to the household.

The error-rate definition could be broadened to include not

only overpayments but also underissuances. Such a realignment

of the present focus on overpayments in the official error

rate would clearly extend the scope of the system to make

States accountable for certification accuracy in general.

While such an extension provides a clear, understandable

message of the importance of overall certification accuracy,

there is no empirical evidence to suggest that State efforts

to reduce overpayment errors are associated with increases in

underissuances. Incorporating negative action errors--

improper denials or terminations of benefits--into the error-

rate measure is not feasible under the current design of the

system. Because negative action reviews are based on a
different sampling universe--actions rather than active

households--combining the results of the two types of reviews

is not practical. _loreover, the negative action review is

designed to identify procedural errors rather than households

that were eligible but denied benefits. [{ajor changes to the

sampling and review process would be required to incorporate

negative action errors into the official error rate. This, of

course, does not preclude using these measures in a two-tier

accountability system (indeed, this practice is currently

used).
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Some characteristics of caseload composition and local setting
vary across States and help explain some of the differences in
error rates. Such variance implies that a measure of relative

administrative performance could potentially be developed.

The interplay between these factors and error rates, however,

is very complicated. An extensive analysis found no clear

empirical basis for adjusting State error rates on the basis
of these factors. The analysis showed, on the one hand, that
certain caseload and local area characteristics (household

size, the presence and source of income and assets, the number

of deductions, and population density) have significant

effects on components of the payment-error rate.

On the other hand, the statistical models can be specified in
a variety of equally plausible and useful ways that affect

different States in different ways. The choice of a

particular adjustment model, therefore, implies a particular

set of financial consequences, yet no clear empirical basis
exists for selecting one model over another. Any selective
focus on a limited set of factors runs a sizable risk of

introducing inaccuracy into the QC measurement process.

Adjusted error rates in such a system would not necessarily be

better, o. ly different.

B. CONCLUSIONS ABOUT _tRESHOLDS AND LIABILITIES

Given a sound approach to measuring State error rates, how is

the cost of certification error allocated appropriately

between the State and federal governments? Three major policy
issues are examined in Chapter IV: (1) where the error-rate

threshold should be set, (2) how the comparison between

estimated error rates and this threshold should be made, and

(3) how the amount of liability for a State whose error rate
is above the threshold should be computed.

The basic idea of setting a liability threshold, and thus of

allocating some of the cost of certification errors to State

agencies, is basically sound. Given the large costs of
error--more than $900 million in 1985--it is appropriate to

continue a policy under which States pay at least some portion

of the cost of errors. Setting the level of the liability

threshold, however, is essentially a policy judgment; a

"correct" threshold cannot be determined empirically. With
the current threshold of 5 percent (and current methods for

computing the amount of the liability), State agencies are

accountable for less than 25 percent of the total cost of
erroneous issuances.
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Although no empirical basis exists for setting a particular
threshold, there is evidence that thresholds need not be the

same in the Food Stamp and AFDC programs. Differences in
caseload characteristics explain virtually all of the

differences between food stamp error rates and the

historically lower observed rates in AFDC.

This study also paid close attention to the method for

comparing error rates with the liability threshold to

determine whether States should be subject to a liability and

how the liability amount should be computed. For States whose

true error rates are just under the threshold, sampling error

creates a substantial possibility that the estimated error

rate will fall above the threshold and a liability assessed.

And for States whose true error rates are just over the
threshold, there is a substantial chance that the State will

avoid a liability that should be assessed. Because States

receive no "credit" for error rates below the threshold_

average liabilities are overstated relative to the liability
that would be determined if the true error rate were known.

Several options would protect States and the federal

government to varying extents from the consequences of

sampling error. The lower bound of the confidence interval,

rather than the point estimate, could be compared with the

threshold, but this approach systematically understates true
error rates. Another alternative would be to continue to use

the point estimate, but give States "credit" for error rates
below the threshold, in the form of "negative liabilities"

that could be subtracted in later years from liabilities
assessed for error rates over the threshold.

The analysis described in Chapter IV identified two

disadvantages of present legislative policy for establishing

liability amounts. First, it was shown that the "step

function" for computing liability amounts systematically

overstates the true liability for some States and understates
it for others. Moreover, because liabilities increase in

increments of 5 and 10 percent of federal administrative
reimbursement, States which exhibit yery similar estimated

error rates--and possibly even the same true error rate--can

be subject to sharply different liability proportions. This
feature raises important questions about the computation
method.

Both concerns--the overstatement or understatement of the true

liability amount and the differential treatment of States in

comparable circumstances--could be addressed by replacing the

step function with a smooth function. Under this alternative,

States would still be subject to liabilities if the point
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estimate of the error rate were above 5 percent, but the

amount of the liability would be based on the exact error-rate
estimate rather than on the interval in which it fell.

The second aspect of liability computation that was examined
closely in Chapter IV is the use of administrative cost

reimbursement as the base against which liabilities are
assessed. This practice may discourage expenditures for

program administration in an effort to reduce errors; it is

possible that additional efforts to reduce errors increase
liabilities.

In sum, a smooth function_ if coupled with symmetric

liabilities and credits based on the point estimate, would

produce liabilities that_ an average_ nearly equal the

liability that would be assessed if the true error rate were
known. In other words, this approach would distribute the

risk of sampling error equally between States and the federal
government. Basing the liability amount on the amount of

benefits issued in error would establish a closer relationship

between the true cost of errors and the fiscal consequences of

errors for State a_encies.

C. CONCLUSIONS ABOUT MANAGEMENT INFORMATION

The QC system clearly provides useful management informa-

tion. States can and do use QC data to identify error-prone
types of households. States use QC data to obtain a more in-

depth understanding of the types of households served and
their needs, and to identify problems with service. This type

of analysis is usually carried out on a State and local
basis. Some States supplement their QC samples to increase

the precision of the error-rate estimates they can derive for

certain types of cases or individual offices in their State.

However, the QC system has two shortcomings as a source of
management information. First, current sample sizes do not

allow very precise estimates of error rates for sub-state
units, and thus must be accumulated over time in order to

build a sufficient sample. Second, the QC review process does

not collect information to identify particular procedures that

give rise to errors, or what procedures would be necessary to

prevent such errors from occurring. Nevertheless, the infor-

mation produced by QC can be an important factor in improving
certification accuracy.
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D. RECOMMENDATIONS

In sum, the results affirm confidence in the technical aspects

of QC. Many questions, however, do not have right or wrong

answers. For some of these questions, the weight of the
evidence enables USDA to reach clear conclusions. For others,

the appropriate response is less obvious. Because the

National Academy of Sciences is likely to address some of the

same issues in its parallel report, USDA has not made specific

recommendations for change. Instead, the Department will

continue its deliberations, considering the results of this

study as well as those of the NAS study to identify the most

appropriate ways to operate quality control.
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